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INTRODUCTION

It is generally known that the properties of materials are deter-
mined by the nature of the interatomic interaction, the pecu-
liarities of the structure, and its change under the infl uence of 
various factors. Th e transition to nanoscale systems, for which 
the number of atoms or molecules on the surface becomes com-
mensurate with their number in the volume, increases the inter-
action energy due to “surface tension” (surface energy) without 
signifi cant changes in the structure of the bulk phase, and the 
properties of the nanosystem as a whole are actually determined 
by surface characteristics. In this case, the density of structural 
defects decreases signifi cantly or they are absent at all, and, in 
this case, the specifi c characteristics of the nanosystem become 
high, approaching the theoretically possible level. Th us, nano-
scale materials are a unique object for study by chemistry, phys-
ics, and surface technology with the undeniable perspective of 
creating materials with unique properties.

Nanoscale carbon materials such as fullerenes, single-wall, 
double-wall and multi-wall nanotubes, nanofi bers, nanoonions, 
nanotroids, nanodiamonds, etc. have special electronic, optical, and 
mechanical properties. Th eir physical and chemical characteristics 
diff er signifi cantly from the related properties of macrocrystalline 
materials of similar structures. Th us, although carbon nanotubes 
(CNTs) and nanofi bers (CNFs) are constructed of graphene layers 
like graphite, their electrical conductivity, chemical reactivity, and 
ability to form intercalated compounds diff er signifi cantly.

Among the carbon nanosized materials (CNM), a promi-
nent place is occupied by:

• CNTs, which at a diameter of (1—50) nm and a length of 
several tens of micrometers form a new class of quasi-one-di-
mensional nanoobjects and have unique properties.

• Expanded graphite (EG), which is a nanosized cluster-as-
sembled system, best realizes the properties of graphene in the 
production of material on the industrial scale.
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•  Graphene nanoparticles with a thickness of up to tens of layers, which are of 
unconditional interest thanks to their unique optical and electronic properties.

Th e most productive method of obtaining CNTs is the method of catalytic 
chemical vapor deposition (CCVD). Under the conditions of using an eff ective 
catalyst, the carbon crystallizes in the form of CNTs, the structure and quality 
of which are largely determined by the catalyst used and also depend on the 
nature of the carbon source and technological modes. Optimization of these 
factors is fundamentally important because it determines the selectivity of the 
structural forms that are formed.

Th e results of developments in the fi eld of synthesis and production of 
CNTs, as well as composite materials based on them, indicate that these materi-
als in the near future will be more widely used in known and new areas [1, 2]. 
Th is is due to a set of unique characteristics of CNTs. Single-wall CNTs have a 
modulus of elasticity of about 1TPa and tensile strength 100 times higher than 
that of steel, at a density ratio of 1: 6 [3]. Th is makes multiwall CNTs ideal fi llers 
for composites based on polymer and other matrices, given the possibility of 
chemical functionalization of the surface layer of the tube without its complete 
destruction. Th eir high specifi c thermal conductivity, ~2 kW/(m ∙ K) along the 
tube, allows one to create eff ective thermally conductive composite materials 
(CM) for heat dissipation from chips and other elements of electronic equip-
ment. Th e high electrical conductivity of CNTs justifi es their choice when creat-
ing conductive composites with polymers. CNTs and CNFs are among the 
promising materials for energy storage devices such as chemical power sources, 
supercapacitors, fuel cells, hydrogen absorbers, etc. [3—11]. Th e energy capac-
ity is determined by the structure of the carbon material, in particular, the spe-
cifi c surface area, volume, and size of mesopores formed by the outer surfaces 
of CNT, the ability of nanosized packets of graphene layers in CNFs to revers-
ible intercalation–deintercalation. In the area of environmentally friendly en-
ergy, it is important to create materials that can reversibly absorb hydrogen.

Large-scale production of CNTs, within the CCVD method, allows produc-
ing CNTs in the form of agglomerates of intertwined tubes, with sizes of 
20—500 μm. It is known that CNTs are highly eff ective fi llers in the sense that a 
continuous mesh of CNTs is formed in the polymer matrix at a concentration of 
only 0.1 mass% provided that they are homogeneous [12, 13]. At the same time, 
the properties change signifi cantly: the composite acquires high electrical and 
thermal conductivity; the modulus of elasticity, conditional yield strength, wear 
resistance, etc. increase. Th is necessitates the study of the characteristics of CNT 
agglomerates and the search for an eff ective method for their dispersion and 
separation.

Natural graphite in the form of EG has the ability to become a durable ma-
terial without binders, which allows it to be used as a basis for sealing, electrical, 
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antifriction, and structural materials. It is an eff ective fi ller for polymers and 
rubbers, etc. Consumer properties of CM based on EG, including physical and 
mechanical characteristics, are determined by the peculiarities of its crystal 
structure and phase composition, as well as the energy between the EG particles 
that arises in the process of material formation. It is possible to regulate the 
structural state of the surface and volume of EG particles within certain limits 
by changing the conditions of oxidative and thermal treatments of natural 
graphite. Chemical modifi cation of the surface of EG particles, in particular, 
molecules of thermosetting organic compounds, allows enhancing the inter-
particle interaction. Th e resulted creation of a continuously distributed carbon 
structure in the graphite matrix qualitatively changes the physical and mechan-
ical characteristics of CM [14]. A signifi cant increase in the strength character-
istics of CM is achieved by introducing highly modular components, CNFs or 
CNTs, into the EG-carbon or EG-polymer systems.

Graphene is a single graphite plane in which sp2-hybridized carbon atoms 
form a hexagonal lattice. Graphene can be represented as a “building block” for 
graphite, CNTs, EG, and other carbon materials. Investigation of graphene both 
in terms of possible large-scale production and the range of physicochemical 
properties is at an early stage, although the number of publications in recent 
years is growing exponentially [15—17] and requires further consistent and 
thorough studies, especially against the background of the results achieved in 
the physical chemistry of EG and CNTs.

Th e promising objects for the use of nanosized carbon materials are CM 
with polymer matrices and nanocarbon fi llers, products made of them, charac-
terized by high strength, wear resistance, and small weight; polymers suitable 
for painting; radiation protection materials; antistatic; coatings that provide 
lightning protection; electrical and mechanical voltage sensors; electrically con-
ductive ceramics; nanoelectronics; information storage and display devices; 
materials for endoprosthesis; anticorrosive coatings; coatings that provide high 
heat dissipation; coatings for protection against ultraviolet radiation, shielding, 
and non-refl ecting electromagnetic radiation in the radio frequency and infra-
red bands; adsorption materials; catalysts; electrochemical devices for generat-
ing and storing energy such as chemical power sources, supercapacitors, fuel 
cells; materials that accumulate hydrogen and other energy substances, etc.

Th us, a comprehensive study of physicochemical processes of directed for-
mation of the structure and properties of a new class of nanosized carbon ma-
terials CNT, CNF, EG, graphene nanoparticles, and composite materials based 
on them to create the large-scale production of them is an urgent task, which is 
covered in this monograph within the capabilities of the authors.
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We have shown above that particles of graphite in the form of 
scales are the main components of expanded graphite. In addi-
tion, the expanded graphite may contain particles of amorphous 
graphite, graphene of various numbers of layers, carbon nano-
tubes, etc. (Fig. 1.1). Th eir cumulative eff ect determines me-
chanical, electrical, optical, and other properties of expanded 
graphite. Th erefore, below, we briefl y consider the basic char-
acteristics of the spatial and electronic structure of some of the 
above-mentioned entities. 

It is well known that the carbon atom possesses four electrons 
in the valence shell (outer shell) and the electron confi guration 
of 1s22s22p2. Since this energy shell can hold eight electrons, each 
carbon atom is able to share its electrons with up to four various 
atoms. As a result, the carbon electronic confi guration allows it a 
possibility to combine with other chemical elements and with itself 
as well. So, it can form many diff erent compounds of varying sizes 
and morphology. Alone carbon atoms form a great variety of crys-
talline and disordered structures because they can form three types 
of atom orbitals hybridizations, sp3, sp2, and sp1 (Fig. 1.2) [1, 2]. 

1.1. Crystal lattice and electronic 
structure of graphite 

Let us start with a short description of the carbon forms’ electron-
ic structure with a review of the graphite electronic structure. In 
the three-fold confi guration, the sp2-graphite case, three of four 
valence electrons enter trigonally directed orbitals, which form σ 
bonds in a plane. Th e fourth electron lies in a pπ, which lies normal 
to the σ bonding plane. Th is π orbital forms a weaker π bond with 
π orbital on one or more neighboring atoms. Graphite has four 
valence electrons, three of which form tight bonds with neighbor-
ing atoms in the layer. Th e fourth electron is considered to be in 



14

CHAPTER1. Short Remarks on Lattice and Electronic Structures of Graphite

Fig. 1.2. Th e sp3, sp2, and sp1 hybridized bonding [1, 2]

the 2Pz state with its axis of symmetry which is perpendicular to the lattice plane. 
It can be assumed that graphite has only one conduction electron that is electron 
in the 2pz state, as the electrons forming bonds in the plane do not take part in the 
electrical properties of graphite. A single graphite plane is a zero-bandgap semi-
conductor, and in three dimensions it is an anisotropic metal [2].

Th ere are many works devoted to the electronic band structure of graphite study, 
e.g. developed by [1], where the group theory and perturbation methods were used 

Fig. 1.1. Illustrations of the lattices of diff erent modifi cations of carbon materials (WiKi): 
a — diamond; b — C60 fullerene; c — nanotube; d — graphene layers
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to calculate the bands’ characteristics. 
An excellent summary of the structure 
and electronic properties of graphite 
and graphite intercalation compounds 
has been given by M.S. Dresselhaus 
and G. Dresselhaus [2], and many as-
pects of the summary relevant to our 
research are briefl y reviewed below. 

Th e unit cell in the hexagonal 
layer of graphite contains two atoms: 
A and B (Fig. 1.3). Th e hexagonal 
spacing in the layer (1.42 Ǻ) is small 
compared with the spacing of the 
lattice planes (d = 3.37 Ǻ). Th e fact indicates that in many cases in the fi rst ap-
proximations, the interaction between layers can be neglected, and thus graph-
ite may be treated as a 2D crystal structure [2]. 

Because of the large anisotropy of the crystal structure, most models for the 
electronic structure start from a 2D approximation, treating the intraplanar in-
teraction between the 2s, 2px, and 2py atomic orbitals as being able to form the 
strongly coupled bonding and antibonding trigonal orbitals. Th ese trigonal orbit-
als give rise to three bonding and three antibonding σ-bands in the 2D graphite 
band structure. In these models, the weakly coupled pz atomic wavefunctions give 
rise to two π-bands, which are degenerated by symmetry at the six Brillouin zone 
corners at point P, through which the Fermi level passes. Th e points P, Q, and Γ 
of the 2D zone correspond to HKH, LML, and AΓA, respectively, of the 3D zone 
shown in Fig. 1.4. A large number of calculations of the 2D graphite electronic 
structure were made many years ago [3—9]. Th e degenerate π-bands at point P 
are of particular interest since the Fermi level goes through this P-point degenera-
cy, and the E (k) relation away from the P-point is linear in k for the π-bands. Th e 
three antibonding σ-bands lie far above the π-bands in energy, and the three anti-
bonding σ-bands lie far below at the P-point. 3D band models confi rm that (1) the 
Fermi surface is located near the Brillouin zone edges HKH and H/K/H/ (shown 
in Fig. 1.4), and (2) the width of the π-bands in the vicinity of the Brillouin zone 
edges is much less than the separation between the π-bands and the bonding and 
antibonding σ-bands. Th erefore, 2D band models have been extensively applied 
to the qualitative interpretation of many experimental data on graphite [2].

Graphite, however, is a 3D solid with AB stacking of the graphite layers, 
giving rise to four carbon atoms per unit cell as shown in Fig. 1.3. Although 
the interlayer interaction is small, it has a profound eff ect on the four π-bands 
near the Brillouin zone edges, causing a band overlap that is responsible for 
the semimetallic properties of graphite, whereas the 2D model gives a zero-gap 

Fig. 1.3. Th e unit cell in the hexagonal layer 
of graphite [2]
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semiconductor for graphite. Detailed models for the dispersion relations for 
the four π-bands have been developed in [1, 10, 11]. In particular, the Sloncze-
wski — Weiss — McClure (SWMcC) band model has been applied extensively 
to explain the transport, quantum oscillatory, optical, and magnetic-optical 
properties dependent on the electronic structure near the Fermi level [2]. An 
excellent summary of the electronic properties is given in [12]. 

Whereas the 2D band models give in-plane dispersion relations for two π-bands 
for a planar graphite unit cell, the 3D SWMcC model gives 3D dispersion relations 
for four π-bands corresponding to the full graphite unit cell containing four crys-
tallographically distinct atoms based on the ABAB stacking sequence (Fig. 1.3). 
Th e eff ect of diff erent stacking arrangements of the graphite layers (AAA, ABAB, 
ABCABC) on the electronic structure has been considered in [13, 14], where each 
stacking arrangement was shown to result in somewhat diff erent energy levels near 
EF. It should be emphasized that the mathematical form of the three-dimensional 
SWMcC model is general and is based on the space group symmetry of graphite. 
Th e basic SWMcC model has also been extended to include explicitly the spin-orbit 
interaction [15]. Th e SWMcC model gives a phenomenological treatment of the 
electronic structure based on crystal symmetry. Th e most general form of the ham-
iltonian consistent with crystal symmetry is developed for k values in the vicinity of 
the Brillouin zone edges. In the kz direction, a Fourier expansion is made, and rapid 
convergence is obtained owing to the weak interplanar binding. In the layer planes, 
a k · p expansion is made since the extent of the Fermi surface in the basal planes 
is small compared with Brillouin zone dimensions. Each of the seven parameters 
(γ0, …γ5, Δ) of the SWMcC model can be identifi ed with overlap and transfer in-
tegrals within the framework of the tight- binding approximation, but in practice, 
they are evaluated experimentally [2]. 

Fig. 1.4. Graphite Brillouin zone showing several high symmetry points and a schematic 
version of the graphite electron and hole Fermi surfaces located along the HK axes [2]



17

1.1. Crystal Lattice and Electronic Structure of Graphite

Th e eigenvalues of the SWMcC hamiltonian yield the energy dispersion re-
lations which are schematically illustrated in Fig. 1.5. Along the Brillouin zone 
edge HKH, two of the four solutions are doubly degenerate and were labeled 
by E3. Th e remaining two solutions are non-degenerate and are denoted by E1 
and E2. Th e degeneracy of the two E3 levels increases as we move away from the 
zone edge, and this is indicated on the left -hand side of Fig. 1.5 with reference 
to the plane defi ned by ξ = 0. At the H point (ξ = 1/2), the levels E1 and E2 are 
degenerate, and the double degeneracy of these levels is maintained throughout 
the planes ξ = ±1/2, as shown on the right-hand side of Fig. 1.5.

It is of interest to note that whereas 2D graphite is a zero-gap semiconduc-
tor, 3D graphite is semimetallic with a band overlap of 2γ2 (~0.040 eV) and a band-
width along the Brillouin zone edge of 4γ1 (~1.56 eV) [2].

First-principles 3D calculations of the electronic band structure of graphite 
have also been carried out using a variety of methods [16—19], and they have 
resulted in good agreement with the widely used phenomenological SWMcC 
model. Th ese calculations have been extended to consider the eff ect of pressure 
on the graphite electronic structure [20], and to treat low-stage graphite inter-
calation compounds [2, 21—25].

Fig. 1.5. Electronic energy bands near the HK axis in 3D graphite as obtained from the 
SWMcC band model. Along the HK axis (center of the fi gure), the E3 band is doubly de-
generate. Th is degeneracy is lift ed as you move away from the axis, as is illustrated in the 
left -hand fi gure for k vectors of the c-axis, but in the ξ = 0 plane. For k ┴ c-axis and in 
the plane ξ = 1/2 (at the Brillouin zone hexagonal boundary), the four π-bands occur in 
doubly degenerate pairs, as illustrated in the right-hand fi gure [2]
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Since the Fermi surface of the intercalation compounds occupies a much 
larger volume of the Brillouin zone than for pristine graphite, the extension of 
the SWMcC model [26] to yield dispersion relations for the π-bands through-
out the Brillouin zone is of particular interest. Using symmetry requirements 
to specify the form of the hamiltonian, a 3D Fourier expansion was used for 
the basis functions. Th e band parameters of the model were evaluated using (1) 
Fermi surface data in the vicinity of the Brillouin zone edges HKH and H/K/H/, 
(2) fi ts to the optical data below 6 eV, and (3) the requirement that the disper-
sion relations reduce to those of the SWMcC model in the vicinity of the Bril-
louin zone edges [2]. Th e resulting dispersion relations for the π-bands along 
several high symmetry directions are shown in Fig. 1.6. An extension of this 3D 
Fourier expansion model to describe dispersion relations in graphite intercala-
tion compounds was described in [27].

Graphite is one of the classical semimetals that has been a prototype ma-
terial for Fermi surface studies. A large variety of quantum oscillatory phe-
nomena has been observed in graphite and the results are summarized in the 

Fig. 1.6. Graphite π-bands along several high symmetry directions calculated in [26] using 
a 3D Fourier expansion of E (k). Th e Fourier expansion coeffi  cients are evaluated by fi tting 
E (k) to the SWMcC model along the HK axis and by comparing the calculated frequency-
dependent dielectric function ε(ω) with the optical refl ectivity measurements [2]
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review articles [12, 28]. Graph-
ite is also a material for which 
the one electron energy band 
structure is well understood [2]. 
Measurements that have been of 
particular importance to the de-
termination of the one-electron 
energy band model are DHVA 
frequencies for majority elec-
tron, majority and minority hole 
carrier pockets, the magnetorefl ection K- and H-point interband transitions 
and the modulated infrared refl ectivity spectrum.Th e Fermi surface of pure 
graphite consists of two sets of three elongated, trigonally warped hole and 
electron carrier pockets (Fig. 1.7). Th ese carrier pockets have threefold sym-
metry with respect to the vertical edges HKH, and H/K/H/ of the hexagonal 
graphite Brillouin zone. Th e Fermi surfaces are highly anisotropic, with a 
length in the c-direction about 13 times the width perpendicular to that di-
rection. Th us, within experimental error, the Θ dependence of the experimen-
tally determined cross-sectional areas cannot be distinguished easily from the 
cosΘ dependence, characteristic of a cylindrical Fermi surface and a 2D solid, 
except for measurements in the range 90° > Θ > 80°.

Th e main Fermi surface results for graphite are expressed in terms of the 
de Haas-van Alphen frequencies for the H׀׀c axis, which are 6.5, 4.9, and 0.33 
T for the majority electron, majority hole, and minority hole surfaces, respec-
tively [29—34]. Th e minority hole frequency is associated with the intersection 
of the hole Fermi surface with the Brillouin zone boundary at ±π/2c0. Several 
interpretations of the quantum oscillatory phenomena in graphite intercalation 
compounds have been made in terms of graphitic constant energy surfaces [2].

Th e values reported for the c-axis electrical conductivity σc
0 in pristine 

graphite vary considerably according to the type of graphite (single crystal, kish 
graphite, and HOPG), and the quality of the sample as measured by the residual 
resistance ratio defi ned as ρa(300 K)/ρa(4.2 K) [35—38]. A typical value for σc

0 in 
pristine graphite is ~10 (Ω cm)–1. Th ere has been considerable disagreement with 
regard to the interpretation of these c-axis measurements. Recent experimental 
and theoretical works on the temperature dependence and the relation between 

Fig. 1.7. Fermi surface model for gra-
phite illustrating the three types of 
extremal constant energy orbits: ma-
jority electrons, majority holes, and 
minority holes [2]
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σc
0 and the residual resistance have shown that the dominant mechanism for 

c-axis conduction in pristine graphite is band conduction rather than hopping 
[37, 38]. Th ese studies have further shown that stacking faults associated with 
extended main plane dislocations rather than the electron-phonon interaction 
dominate room temperature scattering processes for c-axis conduction in sam-
ples with high in-plane residual resistance ratios ρa (300 K) / ρa (4.2K). It has 
also been found that the extended main plane dislocations that dominate c-axis 
scattering become denser through the intercalation process [2, 39]. 

1.2. Crystal lattice and electronic 
properties of intercalation graphite

Th e most important structural characteristic of graphite interca-
lation compounds is the occurrence of separate graphite and intercalant layers 
due to the very strong intraplanar binding and the very weak interplanar bind-
ing. Th us, the graphite layers retain the basic properties of pristine graphite, and 
the intercalant layers behave similarly to the parent intercalant material. Th ese 
layers can in addition exhibit various types of ordering, the most important of 
which is the stage ordering along the c-direction. Th e stage index, n, denotes the 
number of graphite planes between adjacent layers and it is readily determined 
from XRD measurements. Th e 3D and 2D schemes of the intercalation graphite 
lattice are shown in Fig. 1.8. 

Fig. 1.8. Th e 3D (a) and 2D (b—d) schemes of 
the intercalation gra phite crystal lattice with 
ordering stages 1 (a, b), 2 (c), and 3 (d)
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Other types of ordering prevalent in graphite intercalation compounds in-
clude the stacking order of the graphite layers, in-plane ordering in the graphite 
and intercalant layers as well as the interlayer correlation between these layers, 
commensurate and incommensurate molecular ordering, and interlayer inter-
calant stacking order. In the following, these types of ordering are described and 
examples of intercalation compounds exhibiting each ordering type are given.

Th e graphite layers themselves exhibit defi nite stacking arrangements in 
the intercalation compounds. Th ere are two basic types of graphite stacking ar-
rangements: type I where the graphite layer arrangement about the intercalant 
layer is the same (AǁA) and type II where it is diff erent (AǁB). In some cases, the 
stacking arrangement is temperature-dependent, and in other cases, more than 
one stacking arrangement can coexist at the same temperature.

An example of the type I stacking is found in stage I alkali metal compounds 
with the intercalants K, Rb, and Cs, where the stacking arrangement is AǁAǁA, 
while for stage 2 compounds, the stacking arrangement is ABǁBCǁCAǁAB, where 
the vertical line denotes an intercalant layer and A, B and C denote graphite lay-
ers [40]. For higher stage compounds, the graphite layers between two intercal-
ant layers will alternate ABAB or ACAC, or BCBC in accordance with the usual 
stacking sequence in pristine graphite. A rhombohedral form of graphite also 
occurs, exhibiting the ABCABC stacking arrangement and corresponding to 
the space group R32/m [41]. For these compounds, the insertion of an intercal-
ant layer results in a rhombohedral slippage across intercalant layers, though 
adjacent graphite layers retain their usual hexagonal ABAB stacking sequence. 
An example of the ABǁBAǁAB stacking sequence is found in graphite—SO3 
compounds. In the case of graphite—HNO3 [42], an ABǁBAǁAB stacking has 
also been reported though [43] reported an ABǁBCǁCA stacking arrangement 
for this system. 

Examples of the type II graphite layer stacking arrangement AǁB can be 
found in a number of acceptor compounds. E.g., the stage 2 graphite—SbF5 
compound exhibits the hexagonal type II arrangement ABǁABǁAB [42] while 
for stage 4 graphite—MoCl5 both the hexagonal AǁBABAǁBA and rhombohedral 
AǁBCABǁABCAǁB stacking arrangements have been reported [44]. For some 
intercalants such as H2SO4, both type I and type II graphite stacking arrange-
ments were observed. E.g., for stage 2 graphite—H2SO4, both AǁABǁBAǁABǁB 
and AǁBAǁBAǁBA stacking arrangements have been reported in [42]. On the 
other hand, one cannot rule out the possibility of intercalation compounds (e.g., 
with large intercalant layer thickness di) where there is no stacking correlation 
between graphite layers on either side of the intercalant layer (or intercalant 
sandwich for the large molecular intercalants).

It is also of interest to point out that the intercalation process can be used 
to stabilize the hexagonal graphite stacking arrangement. E.g., when metastable 
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rhombohedral graphite is intercalated and subsequently desorbed, the stable 
hexagonal stacking remains [42].

Th e basic symmetry within the graphite interior layers remains unaff ected 
by intercalation. Not only is the ABAB hexagonal stacking preserved but also 
the spacing between graphite layers in the intercalation compounds is essen-
tially the same as in pristine graphite c0 = 3.35 Ǻ [45]. Small variations in inter-
planar spacing are expected for graphite layers adjacent to the intercalant layer 
(graphite bounding layers) because of the diff erent charge distributions at this 
interface, but such variations in interplanar spacing have only been explored for 
a few cases. In this connection, Table 1.1 gives data on several donor and accep-
tor intercalants for the stage index dependence of the distance between graphite 
layers ds where an intercalant layer is sandwiched. More succinctly, ds is called 
the intercalant sandwich thickness. 

Th us, the repeat distance, as measured by (00l) XRD, to a good approxima-
tion, is related to c0 and ds by the equation

    Ic = ds + (n – 1) c0,     (1.1)
 where ds ≈ di + c0 (Table 1.2). 

Th e intercalant layer thickness di must be greater than the Burgers vector 
for the stacking fault to occur, or di ≥ a0/√3. Na and Li fail to satisfy this crite-
rion (Table 1.2) and would not be expected to stage in an AǁA confi guration 
by the mechanism outlined here. Th is mechanism suggests a domain size that 
is inversely proportional to the stage index. Th e pairing of the Burgers vectors 
results in the stacking arrangement AǁABǁBCǁCA for stage 2 compounds, in 
agreement with experimental observations on compounds with intercalants 
such as K, Rb, Cs, HNO3. It should be mentioned in this connection that rhom-
bohedral graphite, having the stacking sequence ABCABC is metastable and 
can be transformed into the commonly occurring hexagonal graphite by heat-
ing to high temperature or by undergoing intercalation-desorption cycles with 
an intercalant such as potassium [54].

Th e data in Table 1.1 show that for most donor compounds the intercalant 
sandwich distance ds increases from stage 1 to stage 2 but it decreases for most 
acceptor compounds. For both donors and acceptors, ds is in most cases essen-
tially independent of the stage for n ≥ 2. Th ese conclusions are in agreement 
with preliminary results for the charge distribution of the graphite bounding 
layers as calculated from (00l) XRD intensity measurements, showing that for 
donor compounds the bounding layer charge distribution shift s towards the 
intercalanlayer and thus decreases the bonding between the graphite boundary 
layer and the graphite interior layer, whereas the acceptors show the opposite 
eff ect, namely an increase in bonding between the bounding layer and the in-
terior layer [55]. Also consistent with these conclusions are EXAFS (extended 
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Table 1.1. Metal sandwich thickness for some 
compounds of low stage [2]

Intercalant
Metal sandwich thickness ds, Ǻ

References
Stage 1 Stage 2 Stage 3

K 5.35 5.39 5.40 [46]
Rb 5.65 5.70 5.70 [47]
Cs 5.94 6.01 — [47]
Li 3.706 3.71 3.70 [48]
HNO3 7.84 7.79 7.79 [49]
SO3 7.96 7.90 7.90 [50]
HClO4 7.94 7.77 7.60 [49]
Cl2O7 7.98 7.78 7.70 [50]
SbCl5 9.42 9.36 9.36 [51]
SbF5 8.46 8.41 8.41 [51]
Br2 — 7.04 7.04 [52]
AlCl3 9.54 9.48 — [49]
FeCl3 9.37 9.45 9.51 [49]
AsF5 — 8.15 — [53]

X-ray absorption fi ne structure) measurements on graphite-K samples [56]. 
Th ese experiments are sensitive to the carbon-potassium distances and confi rm 
the ds increase in from stage 1 to stage 2 compounds.

Th e in-plane ordering in the graphitic planes is the same as in pristine 
graphite, with approximately the same in-plane lattice constant a0 = 2.46 Ǻ, or 
the nearest neighbor carbon-carbon distance of 1.42 Ǻ [41]. A small in-plane 
expansion due to intercalation has, however, been found for graphite-K donor 
compounds by [57], with an approximately linear dependence of the nearest-
neighbor carbon-carbon distance on reciprocal stage (1/n) given by

   dC–C = (1.4203 + 0.0113/n) Ǻ.             (1.2)

Table 1.2. Intercalant layer thickness di for various intercalants [2]

Intercalant Th ickness 
di, Ǻ

Intercalant Th ickness 
di, Ǻ

Intercalant Th ickness 
di, Ǻ

K 2.05 HNO3 4.44 AlCl3 6.13
Rb 2.35 SbCl5 6.01 FeCl3 6.10
Cs 2.66 SbF5 5.06 NiCl2 5.98
Li 0.35 Br2 3.69 AsF5 4.80
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Th e work [58] on other donor stage 1 compounds yielded a relation be-
tween dC–C and the ionic radius r and the valence Z of the metal (Z = 1 for alkali 
metals, 2 for alkaline earths and 3 for lanthanide metals):

  dC–C = (1.420 + 0.032 66Z/r) Ǻ   for C8X;  (1.3)

  dC–C = (1.420 + 0.019 58Z/r) Ǻ   for C6X.  (1.4)

For all the donor intercalants examined, K, Cs, Li, Ba, Sr, Eu, and Yb, inter-
calation resulted in a lattice expansion. Th e dependence of dC–C on 1/n is con-
sistent with a sharing between graphite layers of the lattice strain resulting from 
intercalation. Th e observed dependence of dC–C on Z is also consistent with the 
expected increase in strain associated with increased intercalant layer charge, 
though the larger increase in dC–C for C8X as compared with C6X structures has 
not yet been clarifi ed. 

Raman scattering experiments suggest that a small in-plane contraction oc-
curs in a number of acceptor compounds [59, 60] in contrast with the in-plane 
expansion reported for donor compounds. (Similar Raman data will be discussed 
in detail below in Chapter 6). Such a contraction in acceptor compounds has re-
cently been verifi ed by direct XRD measurement in NiCl2 [61], AsF5 [62], FeCl3, 
and AlCl3 [63] compounds, and the contraction was shown to be much smaller in 
acceptor compounds than the expansion in donor compounds of the same stage.

Although a great deal less is known about the structure of a large number 
of molecular intercalation compounds, it is well established that well-staged 
compounds can be prepared and that the intercalant layers are closely related 
to layer planes in the parent crystalline materials. Th e molecular intercalants 
tend to occupy relatively large volumes, resulting in large intercalant sandwich 
thicknesses ds (Table 1.1), which have been measured for many compounds and 
summarized in several review articles [42, 64, 65]. Th e intercalant in most cases 
retains its molecular identity, though in other cases, changes occur upon in-
tercalation. E.g., halogens (Br2, ICl and IBr) and some metal chlorides such as 
FeCl3 and AlCl3 are believed to maintain their molecular identity, while highly 
reactive acid intercalants such as HNO3, AsF5, SbCl5, and H2SO4 are believed to 
transform upon intercalation [42, 64].

Phase transitions in intercalation graphites. Graphite intercalation com-
pounds exhibit many diff erent ordered structures or phases (see Chapter 2). 
Various types of transitions between these phases have been reported, including 
structural transitions associated with changes in stage, interlayer ordering, and 
plane ordering as well as magnetic and superconducting transitions. Structural 
phase transitions have been induced by variation of the temperature, pressure, 
and, in some cases, the intercalant vapor pressure. To date, only a few of the ob-
served phases have been completely interpreted, and correspondingly few transi-
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tions between these phases have been carefully studied. Complete phase diagrams 
as a function of temperature and intercalant density have not yet been determined 
for even the simplest compounds (e.g., graphite-alkali metal compounds) [2].

One class of phase transitions is represented by the stage change n ↔ n – 1. 
Such transitions have been documented on a static basis using (00l) XRD data 
showing that changes in growth conditions can produce a transition from one 
distinct stage to another, as predicted by a growth diagram, such as shown for 
alkali metal compounds with K. During the stage changing, both stages are in 
equilibrium. Dynamically, transitions between stages n ↔ n – 1 have been iden-
tifi ed on the basis of stable regions in the intercalation isotherms [52, 66] and 
in dilatation-time plots [67]. Th ermodynamic changes associated with the stage 
transition n ↔ n – 1 have been measured and both entropy and enthalpy changes 
were determined for a number of stage transitions in compounds containing the 
donor intercalants K, Rb and Cs, as well as the acceptor H2SO4 [68, 69]. Th e ki-
netics and thermodynamics associated with the stage transition were discussed. 
Th ose studies showed that the staging transition is of the fi rst order and exhibits 
hysteresis during intercalation-deintercalation cycles [2].

Another type of phase transition relevant to c-axis ordering relates to the 
intercalant interlayer stacking ordering observed in low stage alkali metal com-
pounds. A simple example of such a phase transition has been observed in [70] 
for C6Li where a reversible transition is found between the low temperature phase 
exhibiting αβγ intercalant layer stacking order (for T < 220 K) and another phase 
above ~220 K with either random interlayer stacking order, or αα stacking order 
as suggested in [71] for the room temperature intercalant arrangement. A similar 
reversible transition has also been reported on the basis of electron diff raction 
studies by [72] for stage 1 C8Rb from the low-temperature phase in which the 
interlayer stacking sequence is αβγδ to a higher temperature phase above ~300 K 
which lacks this stacking order. Th e observation of αβγδ intercalantant stacking 
order at 290 K, and αβ intercalant stacking at 721 K on C8Rb has been reported 
in [73]. Th e disappearance of a well-defi ned superlattice pattern above 747 K was 
interpreted in terms of the onset of a liquid-like or highly disordered intercalant 
arrangement [73]. Phase transitions associated with changes in interlayer inter-
calant stacking order are also found in stage 2 alkali metal compounds, but in 
these cases the interlayer stacking transition is also accompanied by a change in 
the in-plane intercalant ordering, as discussed below [2]. 

Th e transitions associated with a commensurate to incommensurate or-
dering relative to the graphite layer provide another class of transitions. Such 
transitions have been observed in connection with structural transitions of ad-
sorbed rare gases on graphite. E.g., epitaxial monolayers of solid krypton on a 
graphite surface exhibit a second-order phase transition from a commensurate 
p (√3 × √3) R30° structure to a denser incommensurate structure as the krypton 
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vapor pressure is increased above a critical value [74, 75]. Commensurate-in-
commensurate transitions have also been observed in stage 2 alkali metal com-
pounds as described below, but they are also reported to be accompanied by a 
change in intercalant interlayer stacking order [2].

Another example of a commensurate ↔ incommensurate phase transition 
that may occur in intercalated graphite is the charge density wave transition. 
Arising from a strong electron-phonon interaction, charge density waves form 
incommensurate superlattices whose periodicity is governed by Fermi surface 
wave vectors rather than reciprocal lattice vectors. In [23], it has been pointed 
out that the stage 1 Fermi surface in C8K is theoretically favorable for the oc-
currence of charge density waves. From the experimental side, several tenta-
tive identifcations of observed phenomena with charge density wave transitions 
have been made but in no case has the evidence been compelling. Certain phase 
transitions in graphite-Br2 and in graphite-Cs compounds observed by electron 
diff raction [76] were tentatively identifi ed with charge density waves, though no 
clear connection of the transition with the Fermi wave vector was demonstrat-
ed. Th ere were identifi ed sideband XRD refl ections with a static distortion wave 
(SDW), associated with the lattice strain introduced by an incommensurate in-
tercalant [77, 78]. However, they were careful to distinguish their mechanism 
for superlattice formation from a Fermi surface instability which gives rise to 
charge density waves (CDW). In addition, certain DHVA frequencies observed 
in graphite-Br2 were attributed to CDW-induced orbits [79].

Th e phase transitions involving changes of in-plane ordering provide a sec-
ond main category of phase transitions in graphite intercalation compounds, 
and such phase transitions have been both considered theoretically and ob-
served experimentally. Th e theoretical work [80] for interacting adsorbed rare 
gas overlays on graphite surfaces shows phase diagrams as a function of adsor-
bate concentration with many in-plane structures commonly found in interca-
lated graphite. Th ese phase diagrams indicate that coexisting phases occur at 
most temperatures and adsorbate concentrations.

In the intercalation compounds, phase transitions from one in-plane in-
tercalant arrangement to another have received considerable attention to do-
nor compounds, particularly to the series of phase transitions occurring in the 
stage 2 alkali metal compounds with K, Rb, and Cs [77, 81—87]. In addition to 
the structural changes discussed in those references, XRD measurements of in-
plane intercalant density have been made in [88], which when combined with 
the suggested superlattice structure, imply the stoichiometry of the intercala-
tion compound. Since the adsorbed phases on graphite are very sensitive to the 
adsorbate concentration [89], it seems likely that the same is true for intercalant 
layers. In the intercalation compounds, both the in-plane order and the inter-
planar (stacking) order are expected to be sensitive to the in-plane intercalant 
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density. Some of the diff erences in structure reported by other researchers may 
be related to the fact that though the compounds are of the same stage, the 
in-plane densities may diff er. E.g., stage 1 graphite-K was observed with an in-
plane p (√3 × √3) R30° structure which corresponds to C6K stoichiometry [90], 
the usual p (2 × 2) R0° strcture corresponding to C8K [91], and a high tempera-
ture presumably mixed and/or incommensurate C10K purple phase [92].

Because of the found variety of in-plane phase transitions, the stage 2 alka-
li metal compounds have provided an important means to study the physics of 
phase transitions. An overview of these transitions is provided by the tempera-
ture- dependent resistivity measurements on stage 2 compounds with K, Rb, and 
Cs (Fig. 1.9), revealing similar resistivity anomalies and defi ning lower and upper 
transition temperatures Tl and Tu respectively for each of the compounds [93, 94]. 

For the case of Cs, single crystal XRD measurements give evidence to p (2 × 2) 
and p (3 × 3) ordered structures below 50 K, while for 50 K < T < Tl, a ring pat-
tern, modulated by 12 sidebands, was reported and interpreted in terms of an 
in-plane incommensurate ordering [70, 88], though c-axis intercalant interplanar 
AαABβBCγC ordering and commensurate in-plane ordering were also reported 

Fig. 1.9. Measurements of resistivity versus temperature for stage 2 graphite-K at zero 
magnetic fi eld (open circles) and for H =1.5 T (closed circles). Th e transition tempera-
tures of Tl = 95 K and Tu = 124 K are indicated [93]
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for this temperature range [46, 82]. Above Tl, short-range c-axis correlation and 
long-range orientational order were reported by [95]. Also, for the Cs compound, 
a second-order transition at Tu , similar to that shown for potassium, was found 
[95]. An intercalant melting temperature of T = 608 K was also reported in [84].

Th e transition temperatures associated with structural transitions can also be 
obtained by studying anomalies in transport and other properties of intercalated 
graphite. Phase changes are oft en accompanied by changes in scattering mecha-
nisms which give rise to changes in transport properties. In alkali metal donor 
compounds, resistivity anomalies at Tl and Tu, which yielded transition tempera-
tures in good agreement with values obtained from structural studies, were ob-
served [93, 94]. A summary of their results for donor compounds with stages 
n = 2, 3, and 4 is given in Table 1.3. For n ≥ 2 the stage dependence of the transi-
tion temperatures is weak, in general. Th ese authors, however, found no resisti-
vity anomalies for stage 1 alkali metal compounds, where the phase transitions, 
as observed by electron diff raction, involve only a change in interlayer intercalant 
stacking order and no change in the close-packed in-plane arrangement [2].

Phase transitions in molecular acceptor compounds have also been studied. 
In most cases, they give rise to larger changes in the pertinent observances than 
do donor compounds. Also, in them, phase transitions have been detected by 
more diverse techniques than for the donor compounds. On the other hand, 
dff raction studies on donor compounds have yielded more detailed informa-
tion than for the acceptors.

Th e acceptor system that has received more attention in this connection is 
the graphite-HNO3 system. By measuring the intensity of (hkl) XRD refl ections 
[43], the authors could draw a number of conclusions concerning the unit cell 
dimensions, appropriate space group, the in-plane intercalant ordering, stack-
ing order of the graphite layers, and interlayer intercalant correlation. In the low 

Table 1.3. Phase transition found for various 
donor and acceptor compounds [2]

Intercalant Stage Transition 
temperature, K Metod References

K 3 87, 112 Resistivity [96]
K 4 92, 250 " [94]
K 5 ~200, ~230 " [97]
Rb 4 ~220 " [97]
Cs 5 ~190, ~230 " [97]
HNO3 1,2,3 253 Th ermal expan-

sion [98]
2,3,4 ~250 XRD [43]

1 ~250 Resistivity [99]
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temperature phase (T < 252 K), they found the basic intercalant in-plane struc-
ture to be commensurate with the graphite layers and to exhibit some interlayer 
intercalant correlation in the c-direction. Above 252 K, both the interlayer cor-
relation and the in-plane ordering were found to disappear. For T > 252 K, the 
HNO3 intercalant was described as liquid-like [43], and the phase transforma-
tion was classifi ed as an order-disorder transformation. Th e transition to a liq-
uid-like state is also consistent with motional narrowing eff ects observed in the 
proton NMR line [100, 101], giving rise to sharp, discontinuous jumps in the 
spin-lattice relaxation time T1, and in the spin-spin relaxation time T2. Closely 
related to these discontinuous changes in T1 and T2 is the large increase in the 
ESR linewidth of the line as T was lowered below 250 K [102]. 

Th e anomaly in the thermal expansion and the corresponding to the dis-
continuous decrease in the c-axis lattice constants of 0.044, 0.048, and 0.052 Ǻ 
for stages n = 1, 2, and 3, respectively, are also associated with this order-dis-
order transition in graphite-HNO3, as the sample was cooled through the tran-
sition temperature, which showed little stage dependence [98]. Th e larger c-
axis spacing above the transition temperature might be necessary to stabilize 
the large molecular intercalant in the liquid zone. An anomalous peak in the 
thermoelectric power at the transition temperature was found in [99] and at-
tributed to the additional scattering of holes. In addition, large anomalies were 
later reported to be near 250 K in the electrical resistivity, magnetoresistance, 
and Hall eff ect [103]. Using the diff erential scanning calorimetry technique, the 
authours of [104] acquired additional information about the thermodynamics 
of this order-disorder transition. Th ey showed that there are in fact two dis-
tinct anomalies closely spaced in temperature, the exothermic peaks occurring 
at 250 ± 1 K and 254 ± 1 K and the endothermic peaks at T1 = 252.0 ± 0.2 K 
and T2 = 261.5 ± 0.2 K, both peaks being associated with the fi rst-order transi-
tions. Th eir analysis yielded values for the change in enthalpy and entropy of 
ΔH1 = 370 ± 3 cal/mol, ΔH2 = 46 ± 1 cal/mol, ΔS1 = 1.43 ± 0.01 cal/mol K, and 
ΔS2 = 0.16 ± 0.01 cal/mol K, where it was noted that ΔS1 = Rln 2 within experi-
mental error. Th e low-temperature resistivity and Hall eff ect measurements on 
graphite-HNO3 compounds have identifi ed an additional sharp anomaly slight-
ly below 30 K, which they attributed to a structural phase transition between 
two ordered phases [97]. Th e explicit identifi cation of the structure of the low-
temperature phase awaits further diff raction studies. As for the graphite-AsF5 
system, a broad phase transition is observed at 200 K for stage 1 and near 220 K 
for stage 2 compounds using susceptibility, electron spin resonance, and resis-
tivity measurements [105—107]. A sharp phase transition was also observed in 
the graphite—AsF5 system at low temperature (21 K) as a resistivity anomaly 
[107]. A phase transition has also been found in the graphite—H2SO4 system at 
199 K as a result of the resistivity anomaly in [108].
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Electronic structure of graphite intercalation compounds. A major sim-
plifi cation is made in treating the electronic structure of graphite intercalation 
compounds by recognizing the strong similarity of the structural and electronic 
properties of graphite intercalation compounds to those of their parent consti-
tutive materials, the graphite host and the intercalant [1, 2]. Th e physical basis 
for this identifi cation arises from the strong intralayer binding in both graphitic 
and intercalant layers and the relatively weak interlayer binding between graph-
ite-intercalant and graphite-graphite layers in the intercalation compounds. A 
close relationship between the graphite intercalation compounds and their par-
ent materials implies that in the dilute intercalant concentration limit, the elec-
tronic structure is closely related to that of pristine graphite.

 Several fi rst-principles band structure calculations have been carried out for 
graphite intercalation compounds, but all have so far focused on stage 1 compounds. 
Th e restriction to stage 1 is brought about by the complexity of the problem for 
higher stage compounds. Th is complexity can be appreciated from the following 
example. For the simplest intercalation compound, stage 1 C6Li, there are six car-
bon atoms and one Li atom per unit cell, assuming αAαAα interlayer graphite (A) 
and intercalant (α) stacking order. Th us, C6Li has 39 occupied orbitals out of a total 
of 70 orbitals, considering all 1s22s22p6 levels for both C and Li atoms. Th e unit cell 
for stage 2 graphite-(1.5)Li with the same in-plane superlattice p (√3 × √3) R30°, 
and assuming CAαABαBCαCA c-axis interlayer stacking order, contains 36 carbon 
atoms and three lithium atoms, which to the same 1s22s22p6 levels gives 390 orbitals, 
225 of which are occupied. Because of the large number of orbitals that are involved 
in the higher stage compounds, the fi rst eff orts toward fi rst principles band calcula-
tions have been made for stage 1 compounds with small unit cells [2].

Th e band structure for the simplest graphite intercalation compound, the 
fi rst stage C6Li with a p (√3 × √3) R30° in-plane superlattice, was fi rst calculated 
by [109—111], assuming an αα interlayer intercalant stacking. Th is material is 
amenable to any of the standard band calculational methods, and excellent re-
sults for E (k) are expected using current techniques. From the basic calculation 
for αα intercalant stacking, it could be possible to calculate E (k) for other stack-
ing sequences (such as αβα or αβ) using perturbation theory. For their treatment, 
the authors [111] used a modifi ed KKR method based on an ionic potential for 
C6

-Li+ and obtained the energy bands along high symmetry directions shown 
in Fig. 1.10, which refers to the hexagonal Brillouin zone in Fig. 1.4. It is worth 
noting that the bands in Fig. 1.10 derived from folding of the graphite π-bands 
(dashed lines) remain highly graphitic in the intercalation compound. Th e band 
labelled 1+ in Fig. 1.10 is derived from the Li s-band. Since the Li 1+ band lies 
above the Fermi level throughout the Brillouin zone, it is concluded that the 
Li intercalant is fully ionized (fractional charge transfer f = 1) with one electron/
Li atom transferred to the graphite bands. It is also of interest to note the very 
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weak dispersion of the graphite π-bands along kz, and the greater dispersion for 
the lithium 1+ band along kz.

Th e data of [111] about high symmetry directions evaluated coeff cients for 
an LCAO interpolation expansion were used to obtain energy bands through-
out the Brillouin zone [112]. Th ese LCAO-derived energy bands were then used 
to calculate the Fermi surface. Eff ective masses and de Haas-van Alphen cross-
sectional areas for six principal orbits on the Fermi surface thus obtained are 
given in Table 1.4 for the two bands which give rise to the Fermi surface.

As the Li 1+ band lies above the Fermi level and is only weakly hybrid-
ized with the graphite π-bands, the Fermi surfaces are of primarily graphite 
π-band character.

Experimental confi rmation of the one-electron energy dispersion relations 
calculated by [111] has come from angle-resolved photoemission energy distri-
butions measured in [113], where Γ-point energies in excellent agreement with 
the [111] calculations were obtained [2]. For the graphite bands that are not 
zone-folded, there is a clear indication of the levels in the intercalation com-
pound with those in the graphite host.

Th e extension of these fi rst principles calculations to higher stage com-
pounds has not yet been carried out. For the higher stage compounds, phenom-

Fig. 1.10. Band structure of C6Li by [111] based on an ionic crystal potential (C6
-Li+). 

Carbon π-bands are represented by dashed lines; σ-bands are represented by solid lines. 
Dispersion relations are shown along M-Σ-Γ-T-K (kz = 0 plane), Γ-Δ-A (the kz direction), 
and L-R-A-S-H (kz = π/Ic plane). Note that the Li s-bands lie above the Fermi level [2]
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enological models have been developed, and application of these models have 
been made to the interpretation of experimental results. Th e fi rst principles 
calculations for stage 1 compounds discussed above provide strong evidence 
for the predominantly graphite π-band nature of the occupied states. Th is fact 
coupled with strong experimental evidence that the structural, electronic and 
lattice properties of the intercalation compounds are largely graphitic in charac-
ter suggests that a phenomenological model for the electronic structure should 
be based on the graphite π-bands, with appropriate perturbations introduced to 
account for the intercalant-graphite bounding layer interaction. Various phe-
nomenological models based on this idea have been proposed to discuss experi-
mental results on graphite intercalation compounds [2].

A phenomenological model which makes direct contact with both the 
SWMcC model and the fi rst principles band calculations for stage 1 alkali com-
pounds has been discussed in [114]. Th is phenomenological model, which gives 
E (k) throughout the Brillouin zone, makes use of the 3D Fourier expansion of 
the graphite π-bands, previously developed by [115] to account for the optical 
properties of pristine graphite (see also Chapter 6). Th e superlattice periodicity 
appropriate to the intercalation compound is added to the basic graphite sym-
metry through suitable zone folding of the Brillouin zone for pristine graphite. 
Th e eff ect of the intercalant layer is treated by substitution of an intercalant layer 
Hamiltonian for one appropriate to a graphite layer. Th e interaction between 
graphite bounding layers and the intercalant layer is treated as a perturbation 
dependent on the band parameters related to the overlap between the graphite 
π-band pz orbitals and orbitals on the intercalant layer. Th ese band parameters 
can be evaluated by comparison with either fi rst principles calculations or ex-
perimental Fermi surface, optical and magnetic-optical data [2].

It can be noted that the dispersion of the energy bands along kz is very 
small (Fig. 1.11), which arises from the confi nement of carriers within the n 
contiguous graphite layers between two consecutive intercalant layers. Such a 

Table 1.4. Frequencies and masses from the band calculation for C6Li [111]

Band
Orbit

Carrier type DHVA
frequency (104 T) m/m0Plane Centre

1 Lower kz = 0 Γ Electron 0.40 0.98
2 Upper kz = 0 Γ " 0.21 0.32
3 Lower kz = π/Ic H Hole 0.54 0.64
4 Upper kz = π/Ic A Electron 0.48 0.47
5 Lower kx = 2π/3A0 L " 0.20 0.71
6 Lower ky = 0 M Hole 0.55 2.13
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carrier confi nement was also considered in connection with a phenomenologi-
cal model for E (k) based on a single set of n contiguous layers bounded by two 
intercalant layers [116]. Th ough the original graphite SWMcC bands display a 
larger dispersion in the kz-direction than do the bands in Fig. 1.11 for the inter-
calation compound, the same number of states is in both cases contained in an 
energy interval comparable to the bandgaps in the intercalation compound.

Th e fi rst principles calculations for the stage 1 compounds C6Li and C8K 
yield screening of the intercalant layer by the graphite bounding layers directly 
by mapping the z-dependence of the charge density from the wave functions of 
the electron orbitals. For the phenomenological models used to calculate the 
dispersion relations for the higher stage compounds, this screening eff ect is 
treated as part of the intercalant-graphite bounding layer interaction. Th is inter-
action is explicitly evaluated from comparison with a fi rst principles calculation 
for stages n = 1 and n = 2 (if available), or from a non-linear Th omas — Fermi 
screening calculation as described below. It is then argued that for a given inter-
calant, the intercalant-graphite bounding layer sandwich for higher stage com-
pounds has approximately the same interactions as for the stage 2 compound.

Fig. 1.11. Electronic energy levels derived by zone folding of the SWMcC 
dispersion relations for a p (2 × 2) superlattice [2, 55]
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Th e eff ect of screening of the intercalant by the surrounding graphite layers 
has been explicitly considered by [117, 118] who applied the Th omas — Fermi 
model to calculate the screen charge distribution ρ (z) as a function of distance 
z from the intercalant layer for a dilute compound. Th eir results are expressed 
in a simple analytical form [2]:

    ρ (z) = 3z3
0 (z + z0)–4,     (1.5)

where the characteristic screening length z0 is related to the Fermi velocity υF 
and the transverse dielectric constant ε⏊ by

     3
0 2

06 F
cz

e
e

u
pr

^
æ ö÷ç= ÷ç ÷ç ÷è ø

,                         (1.6)

where ρ0 is the two 2D charge density at z = 0. Using values for ρ0 = 6.4 × 1014 cm–2 
and ε⏊ = 3.4, a characteristic length of z0 = 4.0 Ǻ is obtained [118], which cor-
roborates a number of experimental results that show the intercalant layer to be 
eff ectively screened by a single graphite bounding layer. In principle, a self-con-
sistent band calculation accounts for these screening eff ects directly [2]. On the 
other hand, the Th omas — Fermi treatment of the screening phenomenon has 
been applied to modeling the electrical conductivity [117, 118], the dielectric 
response [118], and the magnetic susceptibility of intercalated graphite [119].

Several interpretations of the quantum oscillatory phenomena in graphite 
intercalation compounds have been made in terms of graphitic constant energy 
surfaces [2]. Many of the observed DHVA frequencies in both donor and accep-
tor compounds are greater by several orders of magnitude than those in pristine 
graphite. Th is observation is interpreted as a large increase in the Fermi surface 
cross-sectional areas resulting from the transfer of charge from the intercal-
ant to the graphite layers. Th e large increase in carrier density thus obtained is 
consistent with the large increase observed in the low frequency electrical con-
ductivity and the observation of metallic plasma edges in the optical refl ectivity. 
Since in most cases, accurate measurements have not been reported for large 
angles (Θ ~ 90°), the anisotropy data do not distinguish between an open cy-
lindrical 2D Fermi surface, and the highly elongated ellipsoid-like closed Fermi 
surfaces that occur in pristine graphite [2].

Very small cyclotron eff ective masses were observed comparable to ones 
in pristine graphite for some of the DHVA frequencies, while for other elec-
tron and hole orbits, large eff ective masses were reported. Th e cases where 
small eff ective masses were found include m*/m0 = 0.075 for the δ orbit in C48K 
by [120]. Some small eff ective masses in the graphite-FeCl3 system have also 
been reported in [121]. Th us, small masses have been found for both donor 
and acceptor compounds. In contrast, higher eff ective masses in the range 
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0.1 < m*/m0 < 1.2 were reported for graphite–HNO3 compounds [122]. Because 
of the wide range of eff ective mass values reported, systematic measurements 
of the masses associated with each of the DHVA frequencies are needed for ap-
plication to the transport properties.

Application of the fi rst principles calculations is possible only for the mea-
surements on C8K, where, as shown below, good agreement is obtained between 
experiment and the theoretical model. For C8K a single DHVA frequency of 
2875 T has been identifi ed experimentally. On the basis of the Fermi surface for 
C8K calculated in [123], this high DHVA frequency is identifi ed with the large 
cylindrical pieces of Fermi surfaces located about the edges HKH of the Brillouin 
zone, which have a calculated DHVA frequency of 3030 T, in good agreement 
with the experimental value. Although the Fermi surface calculation explains this 
high DHVA frequency quantitatively, no DHVA frequencies have been observed 
corresponding to the more spherical (3D) pieces of Fermi surface given by the 
calculation about the Γ- and A-points in the Brillouin zone [2].

Conductivity of graphite intercalation compounds. Th e most widely 
studied property of graphite intercalation compounds is their electrical con-
ductivity, mainly due to two distinguishing characteristics: the high in-plane 
conductivity σa and the large anisotropy of the in-plane to c-axis conductivity 
(σa/σc) that can be produced by intercalation [124, 125]. Th e ability to prepare 
intercalation compounds with room temperature conductivities comparable to 
that of copper but with one-fourth the mass density off ers attractive commer-
cial applications. A detailed review of the transport properties of graphite inter-
calation compounds was given in [126].

Electrical conductivity studies have been made on a wide variety of donor 
and acceptor compounds, and some typical values for stage 1 compounds are 
given in Table 1.5. Th e large electrical anisotropy, resulting from the high in-
plane conductivity σa relative to the low c-axis conductivity σc, makes accurate 
measurement of the conductivity tensor in the intercalant compounds diff cult 
and a variety of special techniques have been developed to make measurements 
of improved reliability [107, 124, 127—129]. For the donor compounds, the 
electrical anisotropy is not large enough to invalidate the use of the conventonal 
four-point method, and thus the four-point method is commonly used. For the 
acceptor compounds, the high anisotropy in the conductivity prevents unevenly 
injected current from becoming uniformly distributed over the sample, and the 
injected current tends to be concentrated in those layers where the current lead 
makes good electrical contact, so that the eff ective conducting cross-sectional 
area is less than the geometrical area. For this reason, contactless radiofrequen-
cy (r.f.) measurements have been developed, utilizing eddy currents generated 
by the r.f. magnetic fi elds. Similar arguments can be made in support of the use 
of r.f. contactless methods for the measurement of other transport properties in 
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acceptors such as magnetoresistance and Hall eff ect. Additional complications 
are associated with the tendency of the samples to cleave, exfoliate, form mi-
crocracks and desorb. Th e use of multistage and poorly characterized samples 
sometimes made it diff cult to compare measurements by diff erent workers. In 
Table 1.5 values for σa using the r.f. contactless method are quoted for acceptor 
compounds, where available [2].

Th e most widely studied aspects of the conduction behaviour is the large 
increase in the in-plane conductivity with increasing concentration for both do-
nor and acceptor intercalants. An order of magnitude increase in σa is obtained 
for many intercalants, but the largest increases are found in strong acid accep-
tor intercalants, especially AsF5 which has been reported by [137, 138] to have 
a room temperature value for σa = 6.2 · 105 Ω–1 · cm–1 greater than or comparable 
to that in copper, σ = 5.8 · 105 Ω–1 · cm–1. Th e large increase in σa can be iner-
preted in terms of physics in the following way. Graphite, the host material, has 
a high in-plane mobility: room temperature mobility = 13000 cm2/V · s as com-
pared to Cu with 35 cm2/V · s and to Si with 1600 cm2/V · s [12, 143]. Despite 
its high carrier mobility, graphite has a modest conductivity because of its low 
carrier concentration, with a room temperature value of ~2 × 10–4 carriers/atom 
(or ~2 × 1019 cm–3). Th e intercalation process provides a mechanism for injec-
tion of carriers (electrons for donors and holes for acceptors) from the inter-
calant layer, which has a relatively low carrier mobility, to the graphite layers, 
which have a high carrier mobility. A similar transfer of carriers from a low 

Table 1.5. Room temperature in-plane conductivity σa for a number 
of stage 1 donor and acceptor compoundsa [2]

Intercalant σa (Ω–1cm–1) References Intercalant σa (Ω–1cm–1) References

Pristine grap -
hite

2.5 × 104 [12] HNO3 1.6 × 105 [124, 135, 
136]

K 1.1 × 105

[108, 124, 
126, 130, 131]

AsF5 4.7 × 105 [137, 138]
Rb 1.0 × 105 SbF5 5.0 × 105 [139—141]

Cs 1.0 × 105
H2SO4 2.3 × 105 [108, 124, 

135]
Li 2.4 × 105 [108, 132] SbCl5 (stage 3) 1.3 × 105 [139, 141]
Br2 (stage 2) 2.2 × 105 [124, 133, 

134]
FeCl3 1.1 × 105 [142]

ICl 3.5 × 105 [124, 134] AlCl3 1.6 × 105 [124]

a For HOPG, σa = 2.5 × 104 Ω–1cm–1 and for OFHC copper, σ = 5.8 × 105 Ω–1cm–1 [12]. Conduc-
tivity values are given for stage 1 compounds unless otherwise indicated. It should be noted 
that the maximum conductivity does not usually occur at stage 1. Representative values for 
¼a are listed, with some scatter found among values reported by the various authors.
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mobility doped region (GaAlxAs1–x) to a high mobility undoped region (GaAs) 
also occurs in the superlattice semiconductor layer materials grown by molecu-
lar beam epitaxy [144, 145].

Because of release of carriers from the intercalant layer, this layer becomes 
charged, positively for donors and negatively for acceptors. Th e released charge 
gives rise to a charge density in the graphite layers that falls off  rapidly with dis-
tance measured from the intercalant layer. Th e screening length is approximate-
ly the thickness of a single graphite layer, the graphite bounding layer (see the 
Raman spectroscopy data in Chapter 6), the Fermi — Th omas screen calcula-
tion [117, 118], along with other data. We thus assume that the graphite bound-
ing layers (adjacent to the intercalant layers) have a high current density due to 
their high carrier density and that the current density on the graphite interior 
layers is much lower and can be approximated by some average value [2].

In modelling the conductivity, one thus assumes that the graphite bound-
ing layers make the major contribution to the in-plane conductivity. Th ough 
smaller in magnitude, the contribution from the graphite interior layers can be 
signifi cant in some cases, particularly for alkali metal compounds. For most in-
tercalants, the conductivity in the intercalant layer is negligibly small for several 
reasons: (1) the mobile electron and hole carrier density tends to be low; (2) the 
carrier mobility is relatively low, and (3) ionic mobilities tend to be very low. 
Th is interpretation assumes that the Fermi level lies below the intercalant con-
duction band but above the intercalant valence levels as shown explicitly by the 
energy band calculation for C6Li [24—26]. As for C8K, it is however clear that 
the electrons associated with the 1+ potassium s-band will make a signifi cant 
contribution to the conductivity.

Th e in-plane conductivity for very dilute alkali metal compounds (e.g., stage 
15 graphite-K) has been measured in [108]. Taking into account the threefold 
to fourfold increase in conductivity relative to graphite, the authors concluded 
that the intercalant is present in an ordered array and not as a statistical dis-
tribution even in such dilute compounds Th is observation together with XRD 
results on dilute compounds support a layered model for graphite intercalation 
compounds over a wide intercalant concentration range [2].

Contributions from graphite interior layers are signifi cant when the charge 
transfer to them is appreciable and the carrier mobility in the graphite inte-
rior layers is signifi cantly higher than that in the graphite bounding layers. Th e 
experimental conductivity data (e.g. in [108]) show that the maximum con-
ductivity is found in alkali metal donor compounds with K, Rb, and Cs at a 
higher stage (n = 3 to 5) than for the acceptor compounds where the maxima in 
most cases occur for n = 2. Th ese results suggest that the contribution from the 
graphite interior layers is greater for the graphite-alkali metal compounds with 
K, Rb, and Cs than for the acceptor compounds of the comparable stage with 
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intercalants such as AsF5, SbF5, HNO3, and Br2. Th is conclusion is also in agree-
ment with magnetorefl ection results on the stage dependence of the Fermi level 
and with the oscillator strengths of infrared modes [2].

Th e phenomenological conductivity model suggests that maximum en-
hancement of the in-plane electrical conductivity of graphite intercalation com-
pounds is achieved when the charge density transferred to the graphite layers 
from the intercalant is maximized along with minimizing the intercalant thick-
ness di and maximizing the mobility in the graphite bounding layers. Although 
the charge transfers to the graphite bounding layers tend to be signifi cantly 
higher for the alkali metal donor compounds than for typical acceptor com-
pounds, the mobility in the graphite bounding layers tends to be lower for the 
alkali metal donor compounds, presumably due to the greater coupling to the 
intercalant and consequently more eff ective carrier scattering.

Whereas the addition of both donor and acceptor intercalants to graphite 
increases the in-plane conductivity σa, the behavior of the c-axis conductivity σc 
is very diff erent: donor intercalation tends to increase σc while acceptor interca-
lation tends to decrease σc [124, 126]. Typical values of σc for a number of donor 
and acceptor compounds are given in Table 1.6. 

Th e experimental diffi  culties associated with measurements of c-axis con-
ductivity in pristine graphite and intercalation compounds have limited the 
amount and accuracy of available data. For all donor intercalants that have been 
studied, the c-axis conductivity σc increases upon intercalation relative to σc

0 
for the graphite host. E.g., σc/σc

0 is ~230 for C8K, and ~2170 for C6Li. Th e large 
increase in σc for stage 1 compounds implies a strong overlap of the graphite 
pz-orbital with the potassium s-orbital and some overlap between consecutive 

Table 1.6. Th e c-axis conductivity σc and anisotropy 
ratio σa/σc for several donor and acceptor compounds

Intercalant Stage σc, Ω–1cm–1 σa /σc References

HOPG ∞ 8.3 3.0 × 103 [38]
K 1 1.94 × 103 56 [130]
K 2 1.97 × 102 1.97 × 102 [130]
Li 1 1.8 × 104 14 [132]
Br2 2 1.6 1.4 × 105 [124]
HNO3 1 1.8 1.7 × 105 [124]
AlCl3 1 6.1 2.6 × 104 [124]
H2SO4 1 0.90 1.8 × 105 [124]
FeCl3 1 1.1 × 105 1.1 × 104 [136]
AsF5 2 10 2.7 × 106 [137]
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intercalant layers, in addition to the large increase in the carrier density. Fur-
thermore, an inspection of the Fermi surface for C8K indicates that there will 
be a signifi cant contribution to the c-axis conduction from the spherical car-
rier pocket and a rather smaller contribution from the cylindrical carrier pock-
ets which have very large eff ective masses in the c-direction (2D carriers). Th e 
Fermi surface for C6Li also suggests orbits where c-axis conduction can occur 
eff ectively. It should be noted that the anisotropy ratio for C6Li is the lowest for 
any of the intercalation compounds (Table 1.6).

On the other hand, measurements of σc at room temperature for accep-
tor compounds typically show a signifi cant decrease in σc relative to σc

0 for the 
graphite host [124, 137], the magnitude of σc/σc

0 depending strongly on intercal-
ant species. Th is decrease in σc for acceptor compounds is attributed to the high 
electrical impedance across the intercalant layer, arising from the low overlap 
between the graphite pz-orbitals and the molecular orbitals of the intercalant. 
Due to the increase in σa by the order of magnitude and the decrease in σc by 
the order of magnitude for typical acceptor compounds upon intercalation, the 
anisotropy ratio over 106 can be achieved [137]. Th e values for the anisotropy 
ratio σa/σc are given in Table 1.6 for several donor and acceptor compounds.

Th e transport of charged carriers across the intercalant layer may involve a 
tunnelling process in the case of acceptor compounds, though the lack of corre-
lation between the decrease in (σc/σc

0) and the intercalant thickness casts some 
doubt on the tunnelling mechanism for c-axis conduction. Furthermore, the 
observation that (σc/σc

0) is approximately an order of magnitude greater at 77K 
than at 295K led to conclude that c-axis conduction is driven by a band conduc-
tion mechanism in acceptor compounds, rather than by a hopping mechanism 
[124]. Th e studies of spin diff usion using the electron spin resonance (ESR) 
technique have led to suggestion about diff usion mechanism for c-axis conduc-
tion in intercalation compounds [102].

Graphite intercalated with certain dopants is capable to exhibit supercon-
ductivity properties [2]. Th e alkali metal-graphite intercalation compounds [144, 
145] are the most well studied [146, 147], and the C8K system among them is the 
most easily fabricated [148]. Th is system exhibits a transition temperature near 
0.14 K [146, 147]. If the alkali metal concentration increases, the temperature 
of the transition increases up to 5 K in C2Na [149]. Superconductivity in C6Yb 
and C6Ca with Tc ≈ 6.5 and 11.5 K, respectively, has been observed in ambient 
conditions [150]. Th e newly discovered C6Yb system was investigated in [146], 
where calculations rely on the density functional theory (DFT) techniques ap-
plied in the local density approximation (LDA). It was found that in addition to 
the expected charge transfer from the intercalant atoms to the graphene sheets, 
resulting from the occupation of the π-bands, in all of those (and only those) 
compounds that superconduct, an interlayer state, which is well-separated from 
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the carbon sheets, also becomes occupied. Th e authors showed that the energy 
of the interlayer band is controlled by combination of its occupancy and the 
separation between the carbon layers.

1.3. Structure and properties of some 
carbon nanostructured forms related to EG

Nanostructured forms of carbon have a number of structural 
and property features when compared with bulk ones, which have been dis-
cussed above. Similar forms can be presented as constituents of EG, and there-
fore some characteristics of more important of them (in our opinion) will be 
briefl y considered below. 

Some remarks about graphene. Graphene is one of the allotropic forms 
formed by carbon atoms. Graphene is a monoatomic layer of carbon atoms with 
a hexagonal structure of their arrangement (Fig. 1.12). It was discovered in the 
form of really accessible material in 2004. 

Th e graphene structure is similar to a separate atomic layer in the structure 
of graphite: carbon atoms form a cellular structure with an interatomic distance 
of 0.142 nm. Graphene tends to bend without buttress, but it can be resistant on 
a substrate. Moreover, graphene has been obtained without substrate, almost in 
a free suspended state stretched on the buttress. 

Single-layer and bilayer graphene systems can exhibit a remarkable diver-
sity of phenomena, including observations of a room-temperature unconven-
tional quantum Hall eff ect [151—153] predictions of the quantum spin Hall 
eff ect [154], broken spin [155, 156] or pseudospin [153] symmetries, and fi nite 
size eff ects, which can be used for various purposes [155—161].

However, the absence of electronic bandgap in graphene, which makes its 
volt-ampere characteristic (the dependence of the channel conductivity on the 
voltage on shutter) symmetric with respect to zero voltage, and makes it diffi  cult to 

obtain two states that could be considered logical 
“0” and “1” is an impediment of the emergence of 
serial electronic and optoelectronic devices based 
on graphene, which could, in the long run, replace 
the silicon-based devices massively. 

Another graphene feature is its band struc-
ture with the dispersion law, which in the form is 
similar to the law of relativistic quantum particles 
dispersion. Elementary excitations in graphene 
are described by equations analogous to the Dirac 
equation. By its electronic properties, graphene 
diff ers from 3D graphite. It can be characterized 

Fig. 1.12. Schematic represen-
tation of the single-layer gra-
phene sheet [WiKi]
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as a semi-metal, or as a superconductor with a zero bandgap. Th e conduction 
band and the valence zone of graphene intersect, but this occurs not in the center 
of the Brillouin zone, but in special points at its edges. Th ese are six points and 
they are pairwise equivalent and called as Dirac points. As a result, the zones are 
non-parabolic and the charge carrier eff ective mass is of zero. Th e dispersion law 
near the Dirac points is given by the equation:

    2 2
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where E is the energy of excitation, vF is the Fermi rate, kx and kx are wave vector 
components.

Th eoretically, graphene has a zero density of states at the Dirac points, 
which correspond to the Fermi level at zero temperature, so graphene should 
not conduct an electric current. However, in practice, it has conductivity com-
parable with the value of 4e2/h, where e is the elementary electric charge, h is 
the Planck constant. Th e reason for the conductivity is still unclear. It is possible 
that charge carriers join graphene from the substrate, or the cause of the charge 
carriers is a distorted surface of the material where charge carriers are redistrib-
uted and uncontrolled impurities may be present. Th at is why in certain cases, 
controlled impurities are introduced to increase the graphene conductivity. 

Th e graphene bandgap is also attempted to induce in other ways: by me-
chanical processing, oxidation, the addition of defects and stresses, etc. As a re-
sult, they deal, e.g., with graphene nano-types (this area arises from additional 
quantization in one direction), hydrogenated graphene (graphpan), fl uoride 
graphene, etc. However, in general, to date, the task of functionalization is yet 
not been satisfactorily resolved. 

Fig. 1.13. Schematic representation of SWCNT (a), MWCNT (b), and CNT with a closed 
surface (c) [163]



42

CHAPTER1. Short Remarks on Lattice and Electronic Structures of Graphite

Some remarks concerning carbon nanotubes. Carbon nanotubes are long-
hollow cylindrical structures with a diameter of one to several dozen nanometers 
and a length of several centimeters, consisting of one or more hexagonal graphite 
plates (graphene sheets) rolled into a tube and usually end with a hemispherical 
head, which can be regarded as half the fullerene molecule [162]. Th e CNTs can 
also have open ends aft er oxidation, which may be relevant precisely for the case of 
carbonaceous material such as EG. Depending on the number of layers, the CNTs 
are divided into one-wall (SWCNT) and multi-wall (MWCNT) (Fig. 1.13). 

Th e ideal SWCNT can be represented as a graphene sheet (hexagonal layer 
of carbon atoms) rolled into a cylinder without any seams [162]. 

Since the microscopic structure of SWCNT is closely related to graphene, the 
tubes are usually designated in terms of graphene lattice vectors. Th e SWCNT 
can be obtained geometrically by curling of graphene strip (Fig. 1.14). Its struc-
ture is determined by the vector (Ch), which is denoted by a chiral vector (AA’ 
in Fig. 1.14), сonnecting two crystallographically equivalent points (A and A’) of 
graphene sheet [163]. Th us, the SWCNT geometry is completely determined by 
a pair of indices (n, m) denoting the relative position Ch = na1 + ma2 of the gra-
phene strip pair atoms, which in the course of tube formation superimposed on 
each other (a1 and a2 — base vectors of the hexagonal layer (Fig. 1.14).

Th e number of carbon atoms in an elementary cell NВ can be expressed as a 
function of chirality indices n and m:

Fig. 1.14. Th e scheme of the SWCNT (5,3) formation with a chiral vec-
tor Ch = 5a1 + 3a2, which determines the possible curling of a 2D gra-
phene sheet into a tubular form [163]
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If for a particular nanotube (n, m) the diff erence in the chirality indices is 
multiple 3, then such a nanotube is a metal, and in all other cases it is a semi-
conductor. Th e all of chair type (n = m) CNTs, zigzaging with n multiples of 3, 
and chiral ones, for which n—m is multiple 3, are of metal type. 

Electronic band structure and conductivity of carbon nanotubes: infl u-
ence of defects and adsorbed functional molecules. Carbon nanotubes are 
known for their particular electronic properties due to the nature of the connec-
tions of the electronic shells of carbon atoms in their structure. CNTs are charac-
terized by σ and π bonds and their sp2 hybridization. In the latter, the (s, px, py) or-
bitals combine to form binding and antibinding σ and σ* orbitals in the plane, and 
in the lateral interaction with adjacent pz orbitals — to form delocalized binding 
and antibinding π and π* orbitals. Th e π bonds are perpendicular to the nanotube 
surface are responsible for the interaction between the SWCNT in a beam simi-
lar to the interaction between carbon layers in pure graphite. Th e σ bonds fi rmly 
connect carbon atoms to the surface of carbon hexagons and thus determine the 
binding energy and elastic properties of the tube (Fig. 1.15, a).

Th e energy levels associated with the σ bonds in the plane lie far from the 
Fermi-energy level (Fig. 1.15, b), so they do not aff ect the electronic prop-
erties of CNT. On the other hand, binding and antibinding π-bonds cross 
the Fermi level at points of high symmetry of the Brillouin zone. Th erefore, 
the above described properties of electronic bonds defi ne graphene and some 
carbon nanotubes as metallic or quasimetallic [164]. Depending on the СNT 
chirality indices n and m, the forbidden band of SWCNT can vary from 0 
to 2 eV. Th e bandgap of semicon-
ductor nanotubes has an inverse 
relationship with their diameter: 
the width of the bandgap is about 
1.8 eV for thin tubes, while it is 
approximately 0.18 eV for the 
thickest ones [165]. 

As in the case of bulk crystal-
line solids, in carbon nanotubes, 
the appearance of “own” defects, 
which are formed in the places 
of transformation of part of the 
hexagons into penta- and hepta-
gon rings, may occur (Fig. 1.16, 
a) [163]. 

Fig. 1.15. Th e scheme of formation of a hex-
agonal carbon surface by σ bonds (a) and the 
scheme of energy zones formed by binding and 
anti-binding π and σ orbitals (b) [163]
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Defects can also be of external origin: imported accidentally as a result of 
the manufacturing process, or specially incorporated to modify the CNT prop-
erties. Th e appearance of the defects leads to bending of the tube, changes in the 
chirality vector and its diameter, changes in the relation with adjacent tubes in 
the bunch, changes in the distribution of the electronic states density and so on 
(Fig. 1.16, b), and hence the change in the tube properties. 

Defects, impurities, and limitations in size infl uence the electronic structure 
of carbon nanomaterials, in particular, they aff ect the energy distribution of va-
lence electrons. Th us, by means of X-ray emission spectroscopy of the electronic 
structure of СNTs with 5 and 10 walls, made using Fe (33%), Co (11%) and Ni 
(30%), unlike the nanotubes washed away from the catalysts and large CNT with 
over 200 walls, the presence of mixed π + σ states was found, which were formed 
due to distortions of the surface when the graphene sheet was bent in a tube. In 
addition, the diff erence between the forms of the emission bands of nanotubes of 
diff erent chirality was revealed, and it was established that the electronic structure 
of nanotubes depends on the diameter and on the method of their production. As 
the CNT diameter increases, the curvature of their surface decreases, the angles 
between σ-bonds become closer to the angles in the graphite, and the diff erence 
between the energies of the π- and σ-states decreases [163]. In the high-energy 
region of the emission bands in MWCNT purifi ed from Ni and Fe, the ppσ hybrid 
states are produced, to which the pp-states are mixed, when coagulating a gra-
phene sheet in a nanotube. Moreover, the intensity of energy interactions in the 
CNT axis direction is the same, both inside and on the surface, but it is smaller 
than that in the middle of the radial direction. 

Atoms of metals are introduced into the walls of nanotubes at places of de-
fect formation, when a part of hexagonal rings is converted into fi ve- and seven-

Fig. 1.16. Change in the structure (a) 
and density of electronic states (b) 
of CNT under the transition (8,0) → 
(7,1) [163]
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cornered ones. As a result, the degree of hybridization changes in the places of 
the bends due to the approach of the pentagon angles to the values, which are 
characteristic for the sp3-hybridization. If diameters are greater than 70 nm, the 
curvature of the surface decreases with increasing diameter to such an extent 
that the overlapping πpz-orbitals will remain unchanged with further increase 
in the nanotube diameter. 

Structural defects also arise in large numbers as a result of the processes 
of СNT functionalization. Oxidation is the most common method of chemi-
cal treatment of carbon nanotubes, with a view to their purifi cation and func-
tionalization. As a result, various oxygen-containing groups, such as hydroxyl, 
aldehyde, ketone, etheric, carboxylic, anhydride, and lactone, are formed on the 
surface of carbon nanotubes [166]. 

Carboxylic, hydroxyl, carbonyl and lactone groups are most oft en fi xed 
on the surface of oxidized CNTs. Oxygen-containing reagents most oft en use 
oxygen-containing acids and mixtures of them based on HNO3 [167—170], 
HNO3 + H2SO4 [171, 172], HClO4 [173], H2SO4 [174], HNO3 + K2Cr2O7 [175], 
H2SO4 + KMnO4 [176], H2SO4 + H2O2 [177].

When oxidized in a widely used mixture of concentrated nitric and sulfuric 
acids (3 : 1), sulfur-containing functional groups are oft en formed [178, 179]. It 
is believed that due to the oxidation of multiwall CNT with concentrated acid 
HNO3, in addition to the end opening and the appearance of oxygen-containing 
groups, aromatic polycyclic compounds, fulvic acids, which can both be removed 
by alkaline washing and reverse adsorption, are formed on the surface [168].

Diff erent physical and chemical methods are used to intensify liquid-phase 
functionalization. In particular, the work [180] showed the possibility of eff ec-
tive carboxylation of CNT in a mixture of nitric and sulfuric acids (3:1) at room 
temperature under the action of cavitation caused by the infl uence of ultra-
sound on the reaction mass. Th e activity of hydrogen peroxide with respect to 
CNT increases with UV irradiation [181].

Carbon dioxide [182, 183], water vapor [184], air oxygen [168, 185—187], 
ozone [188—191] or nitric acid vapor [192, 193] are used as oxidants in the 
cases of the CNT gas-phase functionalization. 

СО2 contributes to selective oxidation of CNT. In particular, with this process, 
it is possible to separate arrays of parallel oriented nanotubes from the substrate.

Occasionally, CNT pre-treated with acids are oxidized in air [194]. In this 
method of functionalization, a certain number of hydroxyl and carbonyl groups 
are formed on the surface of CNT, and eff ective removal of residual amorphous 
phase almost always takes place. 

Th e most eff ective oxidation of multi-wall CNT occurs in nitric acid va-
por. At the same time, despite the considerable degree of functionalization, the 
structure of the output CNT is preserved [192]. 
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Th e methods of mechano-chemical oxidation of carbon nanotubes are 
separateinot own group. Such treatment contributes to the formation of a mini-
mum number of oxygen-containing groups on the CNT surface and a notice-
able shortening of the tubes takes place [187]. In addition to the described in-
fl uence on the structure, there is also the adherence of a signifi cant number of 
OH groups to the surface under mechanochemical treatment of CNT in water-
alcohol KOH solutions [195, 196].

Oxidizing functionalization by any of the above noted methods can lead to 
the opening of the ends and shortening of individual tubes [197]. Th e charac-
terisrics and number of groups formed on the nanotube surface depend on the 
oxidant nature and the process conditions. For single wall CNTs it was shown 
in [198] that under boiling in nitric acid and in the treatment of alkaline solu-
tions of potassium permanganate, carboxyl, hydroxyl and carbonyl groups are 
formed only in the places of the primary surface defects. New defects arise when 
a mixture of HNO3 and H2SO4 acids are used as an oxidizer, and the process is 
activated by ultrasound. In this case, hydroxyl groups electrophilic joining the 
aromatic rings forming the surface of nanotubes can occur. With prolonged 
oxidation, the destruction of the graphene layer begins around the formed ac-
tive centers, which leads to a shortening of the CNT. 

Th e trends of the oxidation processes depend on the structural features of 
CNT (curvature of the carbon surface, in particular) [199]. However, informa-
tion on systematic research in this area is practically unknown. 

Th e ends and defects of lateral surfaces are the most reactive areas on the 
surface of carbon nanotubes [200]. It was shown for dual-wall CNT by means 
of spectroscopic studies, that the attachment of functional groups occurs ex-
clusively in the outer wall defects and, moreover, mainly near the tube ends 
[201]. Practically, the internal layer of CNT is not aff ected by functionaliza-
tion. It can be assumed that this is true for multi-wall CNTs. Th e affi  nity of 
the CNTs surface to various solvents and polymeric matrices increases [202], 
as well as their structural and physical (mechanical and electrical) properties 
change with the oxidative functionalization of CNTs. Th us, the exact correla-
tion between the occurrence of CNT oxidation in concentrated nitric acid 
and the change in interatomic bonds was shown in [203]. It is interesting 
that the surface defects are grouped around active oxidation centers, but not 
randomly distributed along the nanotubes. Destruction of the integrity of the 
CNT outer layer can takes place at the early stages of oxidation process. As a 
result, the mechanical properties of individual nanotubes may get worse. Th e 
positive eff ect of CNT with a high degree of functionalization on the strength 
properties of polymer composites is due primarily to the interaction of func-
tional surface groups with the molecule matrices and oft en due to formation 
of chemical bonds between them.
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Information on the eff ect of oxidation on the conducting properties of multi-
wall CNTs is contradictory. On the one hand, the violation of the integrity of the 
graphene layers during formation of functional groups should lead to a decrease 
in electrical conductivity, as shown in [204, 205], but, on the other hand, it was 
oft en reported about opposite eff ects. E.g., it was shown in [206] that the increase 
in conducting properties is due to the crosslinking of functionalized sections of 
CNT in plasma oxidation, which results in the formation of an integral system in-
stead of the initially separated CNT. Th e increase in electrical conductivity during 
oxidation by various reagents is also associated with the appearance of addition-
al conducting zones near the Fermi level in the presence of oxygen-containing 
groups [207, 208]. Th e best way to improve conductance properties of CNTs is 
treatment by ozone. It wass reported that ozone causes a bond breakage in sepa-
rate layers of multi-wall CNTs, resulting in the formation of interband bonds be-
tween carbon atoms in the state of sp3-hybridization [209]. It was believed that 
this facilitates the transition of electrons to the inner walls. 

Oxidation processing in diff erent ways can aff ect the properties of CNTs 
which diff er in shape and number of walls and geometric parameters. Th is had 
been confi rmed in [206], where it was shown that the ratio of the number of 
oxygen-containing functional groups and the change in the properties aft er 
functionalization to a greater extent is due not to the oxidant nature, but to the 
structure of carbon nanotubes. 

Above, we have paid considerable attention to the description of diff erent 
eff ects on the structure, morphology and properties of graphene and carbon 
nanotubes. Th is was done in order to show that these characteristics are quite 
sensitive to the eff ects of defects due to structural disturbances incorporated 
and adsorbed on their surface impurities. In particular, the eff ect of adsorbed 
functional groups (used in oxidization of carbon nanomaterials) is signifi cant. 

We have already noted that the same carbon forms (nanotubes, pieces of 
graphene, etc.) are also pesent in the composition of expanded graphite, the 
procedure for which obtaining is associated with the use of similar or the same 
reagents, as well as with the processes of functionalization. Moreover, it is obvi-
ous that tubes and pieces of graphene in EG should be much deformed, crushed 
and even partially disintegrated and contain attached and adsorbed residues of 
the chemical reagents used in the EG production. 

In this case, the phenomena described above regarding the infl uence of 
various factors and, in particular, the adsorption of molecular groups should be 
considered as inherent to expanded graphite. Th at is why, the mechanisms of 
adsorption of diff erent types of molecular groups (from two up to nine atoms) 
on the surface of carbon materials are related to graphene and CNT as compo-
nents of EG. 
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1.4. Theoretical studies 
(computer modelling) of simple molecular 
groups adsorption on the surface of graphene 
and carbon nanotubes

Study of the molecule interaction with the surface of carbon 
nanomaterials is important not only from the viewpoint of elucidation of 
mechanisms and characteristics of adsorption, and the infl uence of adsorbed 
molecules on the structure and surface morphology, electronic structure and 
electrical conductivity of carbonaceous material. Th ese data are also important 
in terms of clarifying graphite intercalation mechanisms, and, moreover, the re-
sults of such studies are also important for assessing the prospects for the use of 
a carbon material, in particular EG, as a sensor of molecular compounds, such 
as gases, or to remove them from a specifi c environment, in particular from 
atmosphere [210]. Th e importance of this estimation becomes more signifi cant 
when the study concerns the adsorption of molecules that have a strong toxic 
eff ect on the human body. Th e hydrogen halide molecules HX (X = Cl, Br, F) 
and simple inorganic molecules containing heavy metal ions: Cr, W, and Mo are 
such metals [211]. Th e mechanisms of such molecules adsorption by carbon 
nanoparticles are considered in this section. 

Computational studies of boron- and nitrogen-doped single-wall carbon 
nanotubes with adsorbed hydrogen halide molecules HX (X = F, Cl, Br). Hy-
drogen halide gases HX (X = F, Cl, Br) are widely used in industry as reagents 
(see e.g. [126]) and are produced as byproducts in many industrial processes 
[213—216]. At the same time, they are very toxic and harmful for biological 
organisms even at low concentrations [212, 217]. 

Th eoretical modeling of adsorption of molecules on the CNT surface is 
a powerful tool since it can predict several important physical and chemical 
properties of the materials [218—221]. Adsorption of several types of molecules 
of industrially-important gases on the B- or N-CNTs was treated so far in the 
fi rst-principles electronic structure calculations. In particular, such studies were 
reported for carbon monoxide CO [222, 223—225], nitrogen dioxide NO2 [218, 
222, 223], chlorine Cl2 [27], formaldehyde HCOH [221], methanol CH3OH and 
ammonia NH3 [223, 226]. Here we show the results of such computational stud-
ies of B- and N-CNTs considering adsorption of hydrogen halide molecules HX 
(X = F, Cl, Br) on their surfaces. 

Th e results of a DFT-based calculations of the electronic structures of un-
doped, B- and N-doped single-wall CNTs with adjacent placed HX (X = F, Cl, 
Br) molecules are presented here. Th ree types of adsorbents were considered 
in calculations, namely CNT(3,3), CNT(5,5), and graphene sheets. Relaxed ge-
ometries, binding energies of the adsorbate molecules to the CNTs and charge 
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states of the molecules were obtained in geometry-optimized calculations car-
ried out by the Gaussian 03 program package [227]. 

It should be noted that most of modern synthesis procedures for carbon 
nanotubes allow one to produce only mixes of CNTs with high dispersion of 
chirality index (m, n) [228]. Technologies of synthesis of CNTs monodisperse 
by (m, n) index (or procedures for selection of already synthesized CNTs by 
their structure) appeared only in the recent years and are still very complicated 
and expensive [229]. Materials of available CNT-based gas sensors are in fact 
“mixes” of CNTs with high dispersion of chirality index (m, n) since these ma-
terials were produced by conventional synthesis methods without preliminary 
selection by the CNT structure (see e.g. [222, 230—232]). It is therefore obvi-
ous that studies of a set of CNTs with various (m, n) indexes are desirable for 
prediction of properties of real working materials of CNT-based gas sensors. 
However, studies of such a set require extensive computing resources and make 
analysis of results very complicated. So, researchers generally limit themselves 
to consideration of gaseous adsorption of the CNTs with some single case of 
(m, n) index (see e.g. [218, 221]), or graphene [222] reasonably regarding such 
limitation as being suffi  cient for adequate prediction of properties of gas sens-
ing materials. In this work, we consider simultaneously three several types of 
adsorbents which represent various cases of carbon surface curvature, namely 
low-diameter nanotubes CNT(3,3), nanotubes with larger diameter CNT(5,5) 
and graphene sheetsl which can be considered as a model approximation for 
large-diameter nanotubes.

Th e electronic structures of undoped single-wall CNT(3,3) and CNT(5,5) 
were calculated for the fi rst time relatively long ago and may be considered 
now as well-studied by various calculation methods [233—236]. Th e electronic 
structures of low-diameter (i.e. with low values of m and n) B- or N-doped 
CNT(n, m) are also well-studied. In particular, such calculations were reported 
for the B(N)-doped metallic-type CNT(5,5) [237—239] and also for semicon-
ductor-type CNT(4,5) [240], B(N)–CNT(5,7) [241], N–CNT(6,0) [242] and for 
many other B(N)-doped CNTs with higher values of (n,m) index. Th e electron-
ic structures of B(N)-doped graphene sheets have been studied recently in the 
molecular cluster approach by the DFT-based methods [243, 244]. Th e results 
on the electronic structure of B(N)–CNT(3,3) calculations were presented for 
the fi rst time in the work [210].

Th e carbon nanotubes and graphene sheets were modeled there in calculations 
by molecular clusters, since the current computational capabilities are insuffi  cient 
to perform ab initio calculations for the full-length carbon nanotubes as well as for 
the entire variety of nanotube structures. For this reason, in computational studies 
of molecular adsorption on the CNT surface, only fragments (clusters) of CNTs 
are usually considered. Th e clusters of CNT(3,3) comprised 78 carbon atoms, or in 
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other words, 13 С6 rings along the nanotube axis were taken. In order to compen-
sate the eff ects of dangling C–C bonds, 12 outermost C atoms of the clusters were 
replaced by H atoms providing C66H12 formula of the cluster (Fig. 1.17, a). 

Such replacement is a widely used approximation in computational model-
ing of CNTs within molecular cluster approach [245—247]. In order to model 
B(N) impurities, one carbon atom from the central С6 ring of the cluster was 
substituted by B or N atom. Before geometry optimization, the HX (X = F, Cl, 
Br) molecules were put at 1.5 Å distance from the CNT surface in the vicin-
ity of the B(N) atom, and the H-X bond was initially oriented parallel to the 
CNT axis. Clusters with C110H20 and C54H20 formulas were constructed to model 
CNT(5,5) and graphene sheets, respectively (Fig. 1.17, b, c). Modeling of B(N) 
dopants and starting geometries of HX adsorbates for CNT(5,5) and graphene 
clusters was analogous to the CNT(3,3) case.

Th e geometry-optimized calculations were performed with Gaussian 09 
(build E01 soft ware package [227]) with B3LYP nonlocal exchange-correlation 
density functional (DFT level) [227, 248, 249]. Th e basis set and approximation 
for the exchange-corellation potential using split-valence double-zeta 6-31G* 
basis set used for C and H atoms are typical for recent computational studies of 
molecular adsorption on CNTs [245].

Th e binding energies were obtained as the diff erence of the calculated total 
energies using an expression like Eb = ECNT–B(N)–HX – ECNT–B(N) – EHX. Th e cal-
culated Eb value should be negative at a stable adsorption confi guration. Th e 

Fig. 1.17. Clusters of undoped CNT(3,3) (a), CNT(5,5) (b) and graphene sheet (c) with 
geometry-optimized structures. Carbon atoms colored in black lie in plane where the 
density contours of electronic wavefunction were calculated [210]
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charge states of HX (X = F, Cl, Br) adsorbates are obtained as an algebraic sum 
of calculated Mulliken charges of H and X atoms. Negative charge of the adsor-
bate molecule means transfer of negative electronic charge from the CNT to 
the molecule. For all studied adsorption cases (with few exceptions indicated in 
captions of Figs. 1.18—1.20, the density contour plots of the electronic wave-
functions were calculated in plains which contained the H, X and B(N) nuclei 
together with the C nuclei from the central regions of clusters (they are (colored 
in blue in Fig. 1.17). Contour plots were calculated for molecular orbitals (MOs) 
which clearly demonstrate the character of chemical bonds. Th ese MOs were 
chosen as the highest occupied (HOMO) for CNT(3,3) clusters and the next 
below HOMO for CNT(5,5) and graphene clusters. 

Clusters of undoped CNT(3,3), CNT(5,5) and graphene were considered 
in calculations as electrically neutral, i.e. no additional electron charge was as-

Fig. 1.18. Density contours of the electronic wave-functions of undoped (upper raw), B-
doped (medium raw) and N-doped (lower raw) CNT(3,3) clusters in pristine confi gura-
tion (left  column) and with adsorbed hydrogen halide molecules (three other columns). 
All shown atoms are in plane of the fi gure (deviations are less than ~0.0001 Å). Th e C 
atom of nanotube closest to H atom of the adsorbate is denoted as Ccl [210]
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signed. At the same time, additional charges equal to –1e and 1e were assigned 
to clusters describing the B- and N-doped clusters respectively. By such addi-
tional charging of clusters, we modeled a local type of charge compensation 
for defi ciency (excess) of one electron caused by non-isovalent substitutional 
doping of the nanotube by Boron (Nitrogen) atoms. In fact, we model a very 
common situation when an extra electron introduced into a real CNT by the 

Table 1.7. Calculated binding energies, charges of adsorbate molecules HX (X = F, Cl,   
Type 

of 
doping

Type of 
adsorbate Confi guration Binding energy

Eb (eV/kJ*mol-1)
Charge state of HX 

adsorbate, e

U
nd

op
ed

HF CNT(3,3)—HF −0.19664 (−18.9736) –0.038
CNT(5,5)—HF −0.15972 (−15.4107) –0.033
GR–HF −0.1231 (−11.8727) –0.024

HCl CNT(3,3)—HCl −0.1356 (−13.0861) –0.071
CNT(5,5)—HCl −0.1422 (−13.7186) –0.046
GR—HCl −0.0707 (−6.8231) –0.033

HBr CNT(3,3)—HBr −0.1536 (−14.8217) –0.068
CNT(5,5)—HBr −0.16345 (−15.7705) –0.044
GR—HBr −0.0868 (−8.3755) –0.031

B-
do

pe
d

HF CNT(3,3)—B—HF −0.5950 (−57.4076) –0.03
CNT(5,5)—B—HF −0.4963 (−47.8908) –0.018
GR—B—HF −2.5311 (−244.21629) –0.003

HCl CNT(3,3)—B—HCl −0.8800 (−84.9076) –0.503
CNT(5,5)—B—HCl −0.3764 (−36.3147) –0.137
GR—B—HCl −2.3824 (−229.8698) –0.12

HBr CNT(3,3)–B–HBr −2.1342 (−205.9240) –0.112
CNT(5,5)–B–HBr –0.3622 (−34.9500) –0.14
GR–B–HBr –2.3907 (–230.6682) –0.125

N
-d

op
ed

HF CNT(3,3)–N–HF –0.1703 (–16.4300) 0.007
CNT(5,5)–N–HF –0.4126 (–39.8151) 0.02
GR–N–HF –0.2116 (–2.4200) 0.021

HCl CNT(3,3)–N–HCl –0.0603 (–5.8190) –0.064
CNT(5,5)–N–HCl Geometry optimization unconverged (no ad                       
GR–N–HCl –0.06534 (–6.3046) –0.001

HBr CNT(3,3)–N–HBr –0.0942 (–9.0919) 0.013
CNT(5,5)–N–HBr –0.1868 (–18.0225) –0.009
GR–N–HBr –0.0716 (–6.9086) 0.005

RH–X — inter-nuclear distance in adsorbed HX molecule; (RH–X)free — inter-nuclear distance                      
shortest distance from a carbon atom of the adsorbent to the H atom of HX.
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NC impurity is captured by an addi-
tional compensating defect created 
somewhere far from the NC site at the 
stage of synthesis (such compensating 
defects were not modeled explicitly in 
our clusters). Correspondingly, addi-
tional compensating defects can pro-
vide a lacking electron in the BC case.

It should be noted that the lengths 
of real carbon nanotubes usually exceed 
their diameters by several orders of mag-
nitude. So, a section of the CNT mod-
eled in a cluster must be long enough to 
guarantee a negligible infl uence of side 
surfaces on the cent ral region of the 
section where the B(N) impurities and 
adsorbed HX mole cu les are situated. 
To examine this pro per ty, supplemen-
tary geometry-optimized cal cu lations 
of undoped CNT(3,3), CNT(5,5) and 
graphene clusters were car ried out. As 
the calculations show ed, the addition 
of two extra carbon rings to both sides 
of CNT(3,3) and CNT(5,5) clusters 
only slightly (within ~0.8% of magni-
tude) changes the C—C dis tances in 
the central regions of clusters. Analo-
gous slight changes in core region were 
observed when two extra carbon strips 
were added to the opposite sides of gra-
phene cluster.

Th e following characteristic size pa-
rameters of undoped CNT(3,3) cluster 
were obtained in geometry-optimized 

calculations: distance along the nanotube axis between outermost C6 rings was 
~12.3 Å, distance between the edging H6 rings (cluster length) was ~14.1 Å, aver-
aged distance between “contralateral” C nuclei of the central C6 ring (cluster di-
ameter) was ~4.2 Å. Analogously, the length and diameter of undoped CNT(5,5) 
cluster were obtained as ~14.2 Å and ~7.0 Å, respectively. Characteristic dimen-
sion of undoped graphene cluster (the maximal internuclear distances between H 
nuclei located on the opposite sides) was obtained as ~11.74 × 3.6 Å.

  Br) and internuclear distances

RH–X (Å)/(RH–X)free (RC–H (Å))min

0.9567 (0.94927) + 0.78 2.07545
0.95255/0.94927 + 0.35 2.07033
0.95178/0.94927 + 0.26 2.24942
1.3404/1.32057 + 1.50 2.18253

1.33027/1.32057 + 0.73 2.36785
1.32667/1.32057 + 0.46 2.48136
1.4578 /1.44006 + 1.23 2.20396

1.44780 /1.44006 + 0.54 2.36396
1.44429/1.44006 + 0.29 2.46213
0.9729/0.94927 + 2.49 1.90231

0.96624/0.94927 + 1.79 2.00599
0.9598/0.94927 + 1.11 2.6819
2.027/1.32057 + 53.49 1.15766

1.37235/1.32057 + 3.92 1.96542
1.35292/1.32057 + .45 2.56420

2.7779/1.44006 + 92.90 1.0962
1.4933/1.44006 + 3.70 1.98348

1.47253/1.44006 + 2.25 2.78799
0.9555/0.94927 + 0.66 2.53622

0.95049/0.94927 + 0.13 3.73704
0.95008/0.94927 + 0.09 3.92233
1.3519/1.32057 + 2.37 2.66707

                     sorption confi gurations found)
1.32000/1.32057 – 0.04 5.16923
1.4392/1.44006 – 0.06 3.88017 

1.43967/1.44006 – 0.03 3.08926
1.43913/1.44006 – 0.06 4.17118

                     in free HX molecule; (RC–H)min  — the 
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Th e calculated binding energies, charges of adsorbed HX molecules and 
relaxed-geometry inter-nuclear distances are listed in Table 1.7. 

Corresponding density contour plots of the electronic wave-functions calcu-
lated for CNT(3,3), CNT(5,5), and graphene clusters are given in Figs. 1.18, 1.19, 
and 1.20, respectively.

It is worth noting that internuclear distances RC–C (not shown in Table 1.7), 
obtained in calculations for undoped CNT(3,3) cluster, are diff erent for various 
pairs of near carbon atoms. For the core region of the cluster (3 medial C6 rings) 
where the infl uence of side surfaces is minimal, these distances can be grouped 
into three sets with the following average values and standard deviations: 
R1

C–C = 1.42468 ± 0.00007 Å, R2
C–C = 1.44307 ± 0.0002 Å and R3

C–C = 1.4820 ± 0.0002 Å. 
Th e existence of diff erent RC–C values is an inherent structural property of low-
diameter CNTs [126]. Th e fi rst-principles electronic structure calculations of 
armchair-type single-walled CNTs of low diameter (m or n indexes are not 

Fig. 1.19. Density contours of the electronic wave-functions for HX adsorption con-
fi gurations on CNT(5,5) clusters. All shown atoms are in plane of the fi gure, excluding 
CNT(5,5)—N—HF case, for which the H atom is situated ~0.21 Å below the plane [210]
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Fig. 1.20. Density contours of the electronic wave functions for HX adsorption con-
fi gurations on graphene clusters. All shown atoms are in plane of the fi gure, excluding 
CRAPH—N—HBr case for which the H atom is situated ~0.39 Å above the plane and 
CRAPH—B—HCl, where Cl is ~0.10 Å below the plane [210]

greater than 5) refl ect this feature: they usually provide two or more values of 
RC–C [233, 237, 245, 247].

As the Table 1.7 data show, the calculations provide relatively low values of 
binding energies for adsorbed HX molecules and un-doped clusters: they range 
from –0.07 to –0.19 eV. Th e internuclear distances in adsorbed molecules RH-X are 
only slightly changed with respect to corresponding distances in free molecules 
(the diff erence does not exceed 1.5%. For all considered cases of adsorption on 
un-doped clusters, the “axis” of HX molecule is settled practically perpendicular 
to the carbon surface (this feature is well illustrated by upper rows in Figs. 1.18—
1.20). Th e shortest RC–H distance exceeds 2 Å for all studied HX cases. 

For all adsorption confi gurations, calculations indicate lower binding ener-
gies and higher (RC–H)min distances for undoped graphene clusters in compari-
son with CNT(3,3) and CNT(5,5) (Table 1.7).

Th e values of Eb obtained for undoped CNT(3,3) and CNT(5,5) fall into the 
region of binding energies typical for hydrogen bonds (0.1—0.6 eV [250]), how-
ever, are close to its lower limit. Th e Eb value in GRAPH–HCl and GRAPH–HBr 
cases are even slightly below this lower limit and fall into the region of the van der 
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Waals bonds (0.01—0.1 eV [251]). Relatively low values of Eb and slight changes 
of internuclear distances in adsorbed molecules indicate the absence of covalent 
bonding between HX (X = F, Cl, Br) adsorbates and undoped carbon nanotubes.

Contour plots of the electronic wave function clearly illustrate the absence 
of covalent binding between undoped clusters and HX molecules (see upper 
rows in Figs. 1.18—1.20). As the fi gures show, contours of the wavefunction 
between the C atoms of the clusters demonstrate antibinding ppπ* bonds. Such 
character of the bonds at HOMO and several MOs below HOMO is a well-
known general property of CNTs [126]. 

Adsorbed HX molecules only slightly disturb the wavefunction of undoped 
CNT(3,3), CNT(5,5), and graphene clusters. In particular, one can see that for 
all studied HX cases, wavefunction contours around Ccl atom are only slightly 
diff erent from corresponding contours in undoped clusters without adsorbates 
(compare the left  with all other plots in upper rows of Figs. 1.18—1.20). Such 
very slight disturbances of nanotube wavefunctions by adsorbates are typical for 
a physisorption mechanism of adsorption.

Physisorption mechanism of adsorption on un-doped clusters is illustrated 
by dependence of the binding energy on tube-molecule distance presented in 
Fig. 1.21 for HCl adsorption cases on CNT(3,3) (among all studied cases, HCl 
on CNT(3,3) are selected since they most remarkably illustrate the infl uence 
of the B(N)-doping on adsorption properties). As Fig. 1.21 shows (curve 1), 
the binding energy curve has only slightly distinguishable (very shallow) mini-
mum, which is typical for physisorption.

Calculations also give small charges for HX molecules adsorbed on undoped 
clusters: they are in –0.02…–0.07 e range (Table 1.7). So, only insignifi cant changes 
in conductivity of undoped carbon nanotubes should be expected aft er adsorption 
of HF, HCl, and HBr. An example of evident correlation between low values of cal-
culated binding energies and adsorbate charges and insignifi cant changes in resis-
tivity of CNT based materials observed in experiment can be found in recent work 
[222] where adsorption of NO2, CO, and C2H4 molecules on a CNT surface was 
studied. It was shown that when the calculated binding energies of adsorbates does 
not exceed |–0.25| eV, and their charges are less than |–0.1| e, the changes in resistiv-
ity of CNT-based materials are very low and these materials are not perspective for 
elaboration of eff ective gas sensors of corresponding molecules [222].

At the moment, adsorption of several types of molecules on CNTs has been 
examined in such complex computational and experimental studies and these 
studies generally confi rmed that if calculations reveal only physisorption of 
some molecules, the CNT-based materials will be not perspective for creation 
of gas sensors of these molecules (see [230] and references therein).

So, we have reasons to consider undoped carbon nanotubes as less perspective 
materials for elaboration of gas sensors of hydrogen halides HX (X = F, Cl, Br).
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As for B-doped CNT, calculations revealed diff erent situation for adsorp-
tion of HX molecules on the boron-doped carbon nanotubes. In this case, 
the binding energies with adsorbate molecules range from –0.36 to –2.53 eV 
(Table 1.7) and are generally higher by an order of magnitude than correspond-
ing energies of adsorption on undoped clusters. Th e Eb values for CNT(3,3) 
and CNT(5,5) fall into the region of hydrogen bonds (0.1—0.6 eV, [250]) or are 
slightly above this region (–0.87 eV, for CNT(3,3)—B—HCl), while the –2.13 eV 
value observed in CNT(3,3)—B—HBr case is typical for molecules with cova-
lent bonds [252]. Despite the Eb value in the CNT(3,3)—B—HCl case is lower 
than typical binding energies of covalent bonds, Fig. 1.21 demonstrates a well-
defi ned minimum in the energy-distance relationship (curve 2). 

For all of adsorption cases, CNT(5,5) reveals lower binding energies rela-
tively to CNT(3,3) clusters (compare corresponding raws in Table 1.7). Th e 
B-doped graphene clusters reveal binding energies typical for covalent bonds 
(ranging from –2.53 for GRAPH—B—HF to –2.38 for GRAPH—B—HCl 
(Table 1.7)).

As the Table 1.7 data show, in each case of HX adsorption on B-doped 
CNT(3,3) and CNT(5,5), the Н atom of adsorbate is located closer to one of 
the С atoms of the nanotube (Ccl), than to the impurity atom B, i.e. (RC–H)min < 
< (RB–H) min. In the CNT(3,3)—B—HBr case, the (RC–H)min distance is even almost 
twice shorter than the (RB–H)min distance. Contour plots in Fig. 1.18 (medium 
raw) clearly illustrate the bonding character of the electronic wavefunction be-
tween Ccl and H atoms for all cases of adsorption on CNT(3,3). So, it is arguable 
that Ccl and H atoms create chemical bonds in all studied cases of adsorption on 
the B-doped CNT(3,3) and CNT(5,5) clusters.

For the B-doped graphene, on contrary, (RC–H)min > (RB–H)min and the H at-
oms of the adsorbates create chemical bonds with the B dopant atoms. Corre-
sponding density plots confi rm this feature (Fig. 1.20, medium raw).

Fig. 1.21. Dependence of the 
binding energy on tube-molecule 
distance for adsorption of HCl 
molecules on CNT(3,3) clusters. 
Indicated distance is the internu-
clear distance between the clos-
est atoms of the molecule and the 
nanotube [210]
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Th e most signifi cant elongations of H–X distances are obtained for the 
CNT(3,3)—B—HBr and CNT(3,3)—B—HCl cases (~53 and ~93%, respective-
ly). In contrast, adsorption of HX molecules on B-doped graphene clusters, de-
spite high binding energies, does not lead to signifi cant changes of internuclear 
distances in the adsorbates (the relative change does not exceed + 2.5%).

As Fig. 1.18 shows, perturbations of the electronic wavefunction of the B-
doped CNT(3,3) nanotube due to adsorption of HX molecules increase in the 
HF—HCl—HBr sequence. Only slight distorsions occur in the HF case (com-
pare two left  pictures in the medium raw of Fig. 1.18). Such slight disturbances 
of the electronic wavefunction correlate with very low value of calculated charge 
of HF adsorbate (Table 1.7). In contrast, adsorption of HBr leads to signifi cant 
changes in the electronic wavefunction of the B-doped CNT(3,3). In particular, 
the bonding σ-type character of wavefunction is observed between B and Ccl 
atoms in the CNT(3,3)—B—HBr case, whereas corresponding bond in B-doped 
CNT(3,3) without adsorbates has the ppπ* character (compare two edge pictures 
in the medium raw of Fig. 1.18). From the viewpoint of perturbations of the nano-
tube wavefunction, adsorption of HCl can be considered as an intermediate case 
between HF and HBr.

An evident correlation between degree of disturbance of the adsorbent 
electronic wavefunction and calculated charge of HX adsorbate is also ob-
served for the B-doped graphene clusters. In the GRAPH—B—HF case, in 
contrast to GRAPH—B—HCl and GRAPH—B—HBr, the disturbance is slight 
(Fig. 1.20, medium raw) and the calculated HF charge is only –0.03 e. In con-
trast, GRAPH—B—HCl and GRAPH—B—HBr cases demonstrate a higher de-
gree of disturbance and HX charges.

Analysis of the set of works [218, 221, 222, 224, 225] where the results of 
computational modeling of adsorption of several types of molecules on B-doped 
CNTs were analyzed from the viewpoint of potential application of the B—CNT-
bas  ed materials to gas detection allowed us to make the following outline. If the 
calculated binding energies fall in the range –0.70…–2.74 eV and charges of the 
adsorbates are in the range |0.121|—|0.328| e, we should consider B—CNT-based 
materials as suitable for elaboration of corresponding molecules detection.

As the calculations showed, the HCl and HBr adsorption on B-doped 
CNT(3,3) and graphene is characterized by binding energies and adsorbate 
charges in the above ranges. Th e CNT(5,5)—B—HCl and CNT(5,5)—B—HBr 
cases reveal slightly lower Eb values, however calculated charges of adsorbates 
also fall within the mentioned above range. So, we can assume that materials 
based on B-doped СNTs will be suitable for elaboration of eff ective sensors of 
hydrogen halide gases HCl and HBr. However, we cannot make such assumption 
for HF as the charge of the adsorbate for all clusters was calculated to be smaller 
than |–0.03| е despite high values of Eb (reaching –2.53 eV in the GR—B—HF 
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case). Additionaly, fi rst of all, experimental studies are obviously required in or-
der to estimate potential of B—CNT-based materials for detection of HF gases.

Regarding N-doped clusters, we should note that for all studied adsorp-
tions cases, calculations give relatively low values of binding energies (not ex-
ceeding –0.41 eV, Table 1.7), small adsorbate charges (not exceeding |0.05| е), 
slight changes (not exceeding 2.5%) in the internuclear distances in adsorbates, 
and relatively high internuclear distances between adsorbates and nanotubes 
(above 2 Å). Although in some cases (CNT(3,3)—N—HF, CNT(5,5)—N—HF, 
GRAPH—N—HF and CNT(5,5)—N—HBr), the values of Eb can be formally 
attributed to the energy range of weak hydrogen bonds (see above), the rest of 
adsorption cases reveal binding energies typical for van der Waals’ interaction 
(0.01—0.1 eV range of binding energies [252]), i.e. physisorption. Th e geometry 
optimization calculations were unconverged in the CNT(5,5)—N—HF case, i.e. 
no adsorbed states were found. Th e weakness of bonding between the N-doped 
clusters and HX molecules is also illustrated by contour plots in lower rows of 
Figs. 1.18—1.20. As the fi gures show, adsorption of each studied HX leads to 
only slight distortions in the electronic wavefunction of N-doped CNT(3,3), if 
compared, for instance, with changes of the cluster wavefunction in the B-doped 
cases. Fig. 1.21 also demonstrates physisorption for the CNT(3,3)—N—HCl case: 
the energy-distance curve has a very shallow minimum (curve 3).

As it was stated above, in case of physisorption of molecules, CNT-based 
materials have low potential for gas detection. So, our calculations indicate that 
N-doped CNTs are less promising materials for detection of hydrogen halide 
gases HX (X = F, Cl, Br).

Study of the MVI metals oxoanions (MVI = Cr, Mo, W) adsorption by car-
bon nanostructures. Removal of heavy metals from environment is a topical 
technological problem. One of the most effi  cient methods of such removal is 
adsorption of heavy metals on artifi cial adsorbents [253, 254]. Search for novel 
economically effi  cient adsorbent materials for the heavy metal removal is an 
important research task of modern materials science [255, 256].

Oxoanions of hexavalent Cr, Mo, and W are very harmful to living or-
ganisms. Hexavalent chromium, Cr(VI), is a cancerogen [257] and is able to 
modify the DNA transcription process in living cells leading to chromosomal 
aberrations [258—260]. Acute exposure to Cr (VI) compounds causes nausea, 
diarrhea, kidney, liver, and gastric damage, internal hemorrhage, lung cancer, 
ulcer formation, and respiratory problems [260—263]. Biological objects can 
also suff er from harmful eff ects of molecules containing Mo(VI) [264, 265] and 
W(VI) ions [266].

Th e removal of molecules which comprise oxoanions of hexavalent Cr, Mo 
and W is of particular importance since these compounds are widely-spread 
industrial pollutants. Th e main industries that contribute to water pollution 
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by Cr(VI) are mining, leather production, textile dyeing, electroplating, metal 
fi nishing, wood manufacturing, nuclear power plants, electrical and electronic 
equipment, catalysis [258, 262, 267—269]. Modern industrial procedures can 
produce up to hundreds of mg/L of Cr(VI) discharge into the inland surface 
and potable waters, while the regulated tolerance values are 0.1 and 0.05 mg/L, 
respectively [259, 263, 269—271]. Th e Mo(VI)-containing residuals are pro-
duced in multiple industries, in particular in production of nickel-based alloys, 
lubricants, glass, ink and pigments, electronic components [264]. Tungsten is a 
widely used resource in many industrial and manufacturing applications that 
can produce W(VI)-containing wastes [266].

Th e properties of CNTs as adsorbent materials of Cr(VI) compounds were 
intensively studied within the last decade [255, 272—277]. Th e CNT-based ma-
terials have been recognized as perspective adsorbents of Cr(VI) compounds 
[255, 273, 275—278]. However to the best of our knowledge, no specifi c studies 
of adsorption capabilities of carbon nanomaterials with respect to Mo(VI) or 
W(VI) compounds have been presented in literature so far.

From the viewpoint of this book content, it is interesting to note that sul-
phate anions, which are important participants in the processes of intercalation 
of graphite, belong to MA of the XO4

2– type as well. Th us, the study of adsorption 
mechanisms of MA of the XO4

2– type by carbon nanostructured materials is of 
interest in terms of studying the features of intercalation of graphite and the 
formation of expanded graphite on their basis. 

In spite of intensive experimental studies, there is a considerable lack of un-
derstanding of M(VI)-on-CNTs adsorption mechanisms at the single-molecule 
level. Th is lack can be successfully overcome by the fi rst-principles electronic 
structure calculations. Currently, the study of only M(II) heavy metals (Pb, Zn, 
Hg, Cd, Ni) adsorption on CNTs has been studied in the DFT-based computa-
tional [279—283]. Moreover, in all these studies except [279] the calculations 
were carried out in vacuo, so their results can be considered only as a rough ap-
proximation for adsorption properties in aqueous solutions.

Both in vacuo and in aqua calculations were applied in the work [284] to re-
veal the mechanisms of: a) adsorption of CrO4

2–, MoO4
2–

, and WO4
2– oxoanions on 

pristine and B(N)-doped carbon nanostructures; b) adsorption of CrO4
2– anions on 

CNTs functionalized by oxygen-containing surface groups (OSG); c) adsorption 
of two other compounds of hexavalent chromium, dichromate Cr2O7

2– and hydro-
gen chromate HCrO4

–, on pristine and B(N)-doped carbon nanostructures.
Along with CrO4

2–, the dichromate Cr2O7
2– and hydrogen chromate HCrO4

– 
anions are a wide-spread kind of Cr(VI) compounds which usually exist in 
aqueous solutions in wide range of concentrations [255, 274, 276]. Th e HCrO4

– 

anions prevail at 1 < pH < 7, whereas Cr(VI) exists predominantly as CrO4
2– at 

pH > 7 in Cr(VI)-containing aqueous solutions [285—287]. Consequently, con-
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sidering these three kinds of chromate anions in calculations, clarifi cation of 
the mechanisms of Cr(VI) uptake by carbon adsorbents is a necessary step.

Four kinds of carbon nanostructures were modeled in the calcula-
tions: single-walled CNT(3,3) and CNT(5,5), multi-walled carbon nanotube 
(MWCNT) wall fragment with outer layer of (37,37) chirality, and graphene 
sheets. Th e two former CNTs were considered to study the adsorption mecha-
nisms of oxoanions on low-diameter CNTs, whereas graphene sheets can be 
considered as a model for large-diameter CNTs. Th e diameter of the MWCNT 
was about ~5.1 nm which is the most common value of the CNT diameter in 
commercially available mixtures of carbon nanotubes [274]. Doping of CNT-
based materials with non-isovalent impurities of B or N can substantially change 
their adsorption capabilities [288—290], so here we consider the B(N)-doped 
carbon nanostructures in order to examine the possibility of tuning the adsorp-
tion properties of the materials with respect to anions of MVI metals.

One of the most perspective ways of improvement of the adsorption capa-
bilities of the CNT-based materials with respect to Cr(VI) compounds is their 
functionalization by oxygen-containing surface groups (OSG) [272, 274—276, 
278, 291]. In order to analyze the infl uence of OSG-functionalization on ad-
sorption properties of carbon nanotubes with respect to chromate anions, ad-
sorption of СrO4

2– on CNT(5,5) functionalized with —COOH, —COO–, —OH, 
and —NH3

+ functional groups were considered in the work [284].
Consideration of adsorption in water provides results well suitable the wa-

ter purifi cation task, whereas in vacuum computations might have signifi cance 
for the case of toxic anions removal from air, which is also an important tech-
nological problem [292—294].

Th e analysis of the calculation results and available literature data allowed us to 
predict several important issues which can advance elaboration of effi  cient adsor-
bent materials for removal of toxic hexavalent metals from surrounding media. 

In computational studies of molecular adsorption on the CNT surface, only 
fragments (clusters) of CNTs were usually considered taking into account the 
reason noted in the previous section. Th e clusters were chosen to be suffi  ciently 
large to make negligible the eff ect of the cluster edges on the central region 
where molecules are intensely adsorbed. Correspondingly, only several types 
of the CNT structures are usually considered. Th ese selected types have to be a 
largest possible way representing possible variations of the CNT surfaces.

So, the following set of carbon nanostructures which covers the full range 
of possible curvatures of the CNT surfaces was considered to analyze the ad-
sorption properties of real CNT mixtures with respect to the MVI oxoanions: 
CNT(3,3), CNT(5,5), MWCNT and graphene sheets.

Th e narrowest possible nanotubes are CNT(3,3) and CNT(5,5) having di-
ameters ~0.4 and ~0.7 nm, respectively. However, such nanotubes are conve-
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nient objects of calculations, since their clusters will have suffi  cient length for 
modeling of molecular adsorption even with comparatively small number of 
atoms. A single-layered graphene sheet is commonly used to model the surface 
of large-diameter CNTs (with correspondingly low surface curvature). Consid-
eration of both low-diameter CNTs and graphene is a widely spread approach in 
prediction of the adsorption properties of real CNT mixtures by computational 
techniques (see [284] and references in [210] and [284]).

In order to complement these edge cases of the CNT surface curvatures by 
an intermediate one, we have additionally considered a fragment of the hexa-
layered multi-walled carbon nanotube which can be denoted using formal 
rules as MWCNT(17,17)@(21,21)@(25,25)@(29,29)@(33,33)@(37,37) and will 
be mentioned in the following text as MWCNT. Th e outer diameter of such 
MWCNT is ~5.1 nm, which corresponds to the average CNT diameter in com-
mercially available mixtures [274].

In our calculations, the clusters of CNT(3,3) comprised 23 C6 rings of 
armchair carbon nanotube (3,3). Th e dangling C-C bonds in the cluster were 
capped with H atoms, resulting in the C126H12 formula. Replacement of the 
edge C atoms with H atoms is a widely used approximation in computational 
studies of CNTs within the molecular cluster approach [219]. Clusters with 
21 C10 and 2 H10 rings were constructed to model a CNT(5,5) providing the 
C210H20 formula. Th e C266H46 (size, x by y) clusters were used to model a sin-
gle-layered graphene (GR) sheet. Approximate lengths of both CNT clusters 
were ~26.5 Å. Th e dimensions of GR cluster were ~24.1×30.8 Å. Detailed 
structures of CNT(3,3), CNT(5,5), and GR clusters have been described above, 
where a proof for a weak infl uence of the cluster edges on their central regions 
was also provided using supplementary calculations. It was shown there for 
low-diameter CNTs that CNT fragments of at least 30 Å length can guaran-
tee a suffi  ciently weak infl uence of the edges on the central part. However, 
construction of MWCNT cluster of such length would require ~6800 carbon 
atoms. Such a number is too large for effi  cient DFT-based calculations of ad-
sorption geometries, inasmuch as hundreds of combinations of adsorbents 
and adsorbates that have to be studied. For this reason, we have constructed a 
conical section of MWCNT which comprises the hexagonal part of the nano-
tube outer surface (Fig. 1.22). Th is part has transverse dimension of ~29.0 Å; 
the distance between inner and outer walls of MWCNT is ~15.2 Å. All dan-
gling C-C bonds of MWCNT cluster were capped with H atoms providing the 
C546H126 formula.

Under geometry optimization calculations, the H atoms of MWCNT 
were fi xed (frozen). As our geometry optimizations showed, the structure of 
MWCNT cluster was not stable without such freezing, i.e. the carbon sheets 
constituting the conical part of the multi-walled tube moved apart. Normally, 
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a coaxial structure of MWCNTs prevents such decomposition. Th e freezing of 
the edge hydrogen atoms was applied in studies of molecular adsorption on 
the outer layer of MWCNT of 2 nm diameter [296]. Such freezing obviously 
provides some limitations to geometric optimization of the whole cluster. On 
the other hand, it leaves the atomic positions in the cluster core to be optimized 
providing (as it was also shown in [296]) an adequate treatment of molecular 
adsorption properties.

It was found that geometry optimization of undoped MWCNT cluster re-
sulted in a little bulging of the outer carbon layers of the cluster (several deeper 
layers were also bulged, but to a lower extent). However, despite the bulging, 
the cluster preserved the curvature of the outer surface (aft er optimization, cor-
responding curvature radius decreased only by ~10%). Th is feature indicates 
that freezing of outer atoms provides a reasonable approximation in modeling 
of adsorption on middle-diameter MWCNT.

When the BC or NC substitutional impurities were modeled, one C atom 
from the central cluster region was replaced with either B or N. Th e oxygen-
containing surface groups were located above several central atoms of the clus-
ters of studied systems.

Calculations were performed using Gaussian soft ware package and approaches 
as have been described above, while correlation-consistent polarized valence dou-
ble-zeta (cc-pVDZ) basis sets [297] were applied for Cr and O atoms. Mo and W at-
oms were represented by cc-pVDZ-PP basis sets with pseudopotentials [298, 299].

Th e similar combination of basis sets is generally utilized in computational 
studies of adsorption of molecules with d-metals on the CNT surfaces (see e.g. 

Fig. 1.22. Scheme of selection of MWCNT cluster from six-wall carbon nanotube (edge 
atoms of the cluster are marked by black shadows) (a); structure of selected MWCNT 
cluster given in two projections (b) [295]
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[300, 301]). Th e basis set superposition error (BSSE) correction of total energies 
was taken into account [302]. All other settings were Gaussian 09 defaults, that 
is, no additional keywords were specifi ed. Eff ects of water solvent on the studied 
adsorption cases were optionally considered with the PCM [303].

If there is a –2e charge of “free” MVIO4
2– (MVI = Cr, Mo, W) anion, addition-

al –2e charges were assigned to the clusters of undoped adsorbent and chromate 
anion. Consequently, additional charges of –3e or –1e were assigned to the B- or 
N-doped clusters, respectively. In summary, all systems were treated as close-
shell, i.e. with no un-paired electrons.

Under the geometry optimization studies, several starting positions of 
MVIO4

2– (MVI = Cr, Mo, W) anions with respect to the carbon surface were consid-
ered for each adsorption case. In all the cases, the anions were initially put in such 
a way that the shortest C/B/N—O distance lied between 1.5 and 2.2 Å. Using such 
initial geometry, it was ensured the binding of the anion particularly to the dopant 
atoms, not at just some other site of the doped CNT or graphene [284].

It is worth to remember some designation and terms. Particularly, the bind-
ing energy Eb of anion to adsorbents, both in vacuo and in aqua was obtained as 
the diff erence of the calculated total energies using formulae: 

   Eb = Eads—anion − Eads − Eanion,    (1.9)

where Eads—anion is total energy of the optimized adsorption system “adsorbent 
with anion”, Eads is total energy of the optimized adsorbent and Eanion is a to-
tal energy of optimized anion calculated within the same approximations. Th en, 
the diff erences in charge density on the MVIO4

2– (MVI = Cr, Mo, W), Cr2O7
2– and 

HCrO4
– anions (in respect to the isolated anion) in adsorbed state was defi ned as 

Δq = –2e – q (Δq = –e – q for HCrO4
–). It should be recalled if the calculated 

value of Δq is negative, the electronic charge is transferred from the anion to 
the adsorbent.

Adsorption of the MVIO4
2– (MVI = Cr, Mo, W) anions on undoped and 

B(N)-doped carbon materials. Th e binding energies Eb and charge diff erences 
Δq for adsorption confi gurations of MVIO4

2– (MVI = Cr, Mo, W) oxoanions on pris-
tine and B(N)-doped carbon nanostructures found in vacuo are presented in Fig. 
1.23. For convenience, corresponding Eb, and Δq values as well as characteristic 
inter-nuclear distances of these confi gurations are also listed in Table 1.8.

Single adsorption confi gurations were found in each case except for the 
adsorption on undoped graphene. In all cases, the binding energies are negative 
and fall within –0.7…–7.5 eV range. Th e Eb values of such type are typical for 
the chemisorption mechanism of adsorption [252]. As Fig. 1.23 shows for all 
anions, doping with B substantially decreases (by ~1.5—2.5 eV), while doping 
with N increases (by ~2—4 eV) the absolute values of binding energies rela-
tively to the corresponding adsorption cases on undoped nanostructures. 
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Th is result indicates that aliovalent doping with B or N can be an effi  cient 
tool for tuning the adsorption properties of the CNT-based materials with re-
spect to MVIO4

2– (MVI = Cr, Mo, W) anions in gaseous phase. At the same time, 
the Eb values are much less dependent on the adsorbent type if compared with 
their dependence on type of doping. Th is means that adsorption characteristics 
described here will be in great measure similar for all variety of the CNT diam-
eters, and also that it is a less important question whether the CNTs are single- 
or multi-walled for such kind of adsorption.

All three anions CrO4
2–, MoO4

2– and WO4
2– have very similar dependencies of 

both Eb, and Δq on type of doping and type of the adsorbent structure. Th is fea-
ture is quite expected since Cr, Mo and W metals are isoelectronic and the valence 
properties of MVIO4

2– anions are determined by interplaying 3d (4d or 5d) orbit-
als of the MVI cation and 2p orbitals of the oxygen ligands. At that, the cationic d 
orbitals are localized at the central core of the anion, so creation of the chemical 

Fig. 1.23. Dependences of the binding energies (upper plots) and charge diff erences of 
adsorbed MVIO4

2– (MVI = Cr, Mo, W) anions (lower plots) on the type of adsorbent and 
type of adsorbent doping (calculated for in vacuo) [295]
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Table 1.8. Binding energies Eb (eV), charge diff erences Δq (e) 
of MVIO4

2– (MVI = Cr, Mo, W) anions adsorbed on undoped and B(N)-doped 
carbon nanostructures, and the shortest internuclear distances Rmin between 
anions and adsorbents (Å) calculated in vacuo [295]

Type of 
anion

Type 
of doping Confi guration Eb Δq Rmin (bond type)

Cr
O

42–

Undoped CNT(3,3)—CrO4
2– –3.79083 –0.82911 1.4161 (C—O)

CNT(5,5)—CrO4
2– –3.7329 –0.89742 1.43652 (C—O)

MWCNT—CrO4
2–  –2.63828 –0.94642 1.45463 (C—O)

GR—CrO4
2 1 –2.89096 –0.97239 1.4678 (C—O)

2 –2.87873 –0.85541 3.14651 (C—O)
B-doped CNT(3,3)—B—CrO4

2– –0.76203 –0.59076 1.44814 (B—O)
CNT(5,5)—B—CrO4

2– –1.36138 –0.64461 1.47594 (B—O)
MWCNT—B—CrO4

2– –0.85638 –0.77058 1.50932 (B—O)
GR—B—CrO4

2– –1.50437 –0.81477 1.51794 (B—O)
N-doped CNT(3,3)—N—CrO4

2– –6.25441 –1.11372 1.48069 (N—O)
CNT(5,5)—N—CrO4

2– –5.62802 –1.1197 1.51974 (N—O)
MWCNT—N—CrO4

2– –6.54564 –0.99018 1.39640 (C—O)
GR—N—CrO4

2– –6.79154 –0.99407 1.40748 (C—O)

M
oO

42–

Undoped CNT(3,3)—MoO4
2– –3.35158 –0.79101 1.42157 (C—O)

CNT(5,5)—MoO4
2– –3.23772 –0.85944 1.44191 (C—O)

GR—MoO4
2– 1 –2.37352 –0.92825 1.47396 (C—O)

2 –2.34263 –0.74623 3.10782 (C—O)
B-doped CNT(3,3)—B—MoO4

2– –0.5478 –0.57013 1.45440 (B—O)
CNT(5,5)—B—MoO4

2– –1.05357 –0.61563 1.47825 (B—O)
GR—B—MoOO4

2– –0.78632 –0.94201 1.55429 (C—O)
N-doped CNT(3,3)—N—MoO4

2– –5.61597 –1.08153 1.48592 (N—O)
CNT(5,5)—N—MoO4

2– –7.21026 –0.9307 1.40001 (C—O)
GR—N—MoO4

2– –6.49465 –0.9589 1.42121 (C—O)

W
O

42–

Undoped CNT(3,3)—WO4
2– –3.23703 –0.78278 1.42612 (C—O)

CNT(5,5)—WO4
2– –3.12088 –0.84121 1.44547 (C—O)

GR—WO4
2– 1 –2.27914 –0.90331 1.48033 (C—O)

2 –2.36037 –0.75135 3.10519 (C—O)
B-doped CNT(3,3)—B—WO4

2– –0.53325 –0.56991 1.45440 (B—O)
CNT(5,5)—B—WO4

2– –1.01168 –0.60518 1.47534 (B—O)
GR—B—WO4

2– –1.10752 –0.75158 1.52304 (B—O)
N-doped CNT(3,3)—N—WO4

2– –5.42915 –1.07195 1.50997 (N—O)
CNT(5,5)—N—WO4

2– –7.07997 –0.91222 1.4075 (C—O)
GR—N—WO4

2– –6.21075 –0.93246 1.42828 (C—O)
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bonds to outer atoms is determined mainly by the oxygen 2p orbitals which have 
very common energy and spatial structure for all three MVIO4

2– anions [304]. 
So, our results indicate that one would expect quite similar absorption char-

acteristics for the three anions also for other types of adsorbents; for this reason 
we have limited the set of anions to only CrO4

2– in studies of adsorption on the 
functionalized carbon nanostructures presented below.

Th e optimized geometries of CrO4
2– adsorbed on pristine and doped gra-

phene (Fig. 1.24) illustrate typical peculiarities of adsorption confi gurations 
(i.e. all other confi gurations possess geometries analogous to one of these four, 
despite diff erent anions and adsorbent structures). 

Fig. 1.24 shows that in the case of confi guration 1 (this kind of atomic con-
fi guration is the most common among all adsorption cases presented in Table 
1.8), the chemical bond between the O atom of the anion and C atom of the ad-
sorbent is created (the internuclear distance RC-O

min is ~1.47 Å, which is a typical 
value for C—O covalent bonding [305]). In confi guration 2, three O atoms are 
located at approximately equal distance from the carbon surface, i.e. one of the 
faces of the CrO4

2– tetrahedron is parallel to the graphene surface. Here, each of 
the three O atoms is located about ~2.80 Å above the center of C6 “honeycomb” 
of graphene surface and all three O atoms have approximately the same local 
surrounding (within 0.01 Å accuracy of nuclear coordinates). Within this ac-
curacy, the structure is characterized by the C3 symmetry axis perpendicular to 
the graphene plane and containing one C atom of the adsorbent, the Cr atom, 
and the “upper” O atom of the CrO4

2– anion. 
In the GR—B—CrO4

2– case, one O atom of the anion creates a covalent 
bond to the B dopant atom of the adsorbent (Fig. 1.24) and such kind of 
bonding is common for all cases of adsorption on the B-doped adsorbents 
presented in Table 1.8. Th e situation is diff erent for the N-doped adsorbents: 
one O atom of the anion can create bond either with N atom or with C atom 
which is the nearest neighbour to N (Fig. 1.24). Creation of covalent O—C 
bonds is observed for adsorption of CrO4

2– and MoO4
2– on CNT(3,3)—N and 

CNT(5,5)—N and for WO4
2– on CNT(3,3)—N (Table 1.8). Th e O—N covalent 

bonds are created in all other adsorption cases on the N-doped adsorbents. As 

Fig. 1.24. Geometry-optimized structures of CrO4
2– anions adsorbed on graphene in 

vacuo [295]
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Fig. 1.23 shows, creation of O—N bonds provides the highest absolute values 
of binding energies.

Fig. 1.23 also shows that a substantial value (ranging from ~ –0.5 to ~ –1e) 
of the electronic charge is transferred from the anion to the adsorbent in all 
adsorption confi gurations. Such substantial values give a reason to speak about 
a signifi cant change of the adsorbent conductivity due injection of additional 
electronic charge aft er MVIO4

2– adsorption. As it was proved by experimental 
and computational studies (see [210] and references therein), if the injected 
charge is of an order of 1e per adsorbed molecule, the electrical resistivity of the 
CNTs mixes can substantially depend on the number of adsorbed molecules 
and therefore the mixes of such type carbon materials the can be considered as 
perspective materials for various uses, e.g. for elaboration of gas sensors. 

Fig. 1.23 shows lower values of Δq transferred to the B-doped adsorbents as 
compared with the pristine ones, whereas higher values of charge transfer are ob-
served for the N-doped adsorbents. Th is picture is well consistent with tendencies 
in binding energies: the higher absolute value of Eb implies stronger covalent bond-
ing and therefore higher absolute value of Δq transferred. At the same time, the Δq 
values are clearly dependent on the adsorbent type. Th e higher is the diameter of 
pristine or B-doped adsorbent (to remind, in some approximation, the graphene 
sheet can be considered a high-diameter SWCNT) the higher is the value of trans-
ferred charge. However, this tendency is not preserved for the N-doped adsorbents, 
for which confi gurations with O-C bonds have substantially lower |Δq| than those 
having O-N bonds. Th e adsorption confi gurations 2 of un-doped graphene also 
have substantially lower |Δq| than their confi guration 1 counterparts.

For all confi gurations, except 2, the closest interatomic distances between 
adsorbents and MVIO4

2– anions increase monotonically with increase of the ad-
sorbent diameter (Table 1.8). However, this decrease is not very signifi cant (in 
all cases, it is below ~7.5%).

Since our results reveal the chemisorption mechanisms, they indicate that 
the CNT-based materials can effi  ciently interact with CrO4

2–, MoO4
2– and WO4

2– 
anions in gaseous media (from air). However, the situation is quite diff erent for 
water environment.

In fact, the adsorbtion parameters obtained in aqua for the same combina-
tions of adsorbents and MVIO4

2– anions are given in the Table 1.9 for the in aqua 
adsorption cases.

So, we can conclude that un-doped CNTs could be less-effi  cient materials 
for adsorption of MVIO4

2– anions in water. Th e effi  ciency can be improved if 
the materials would contain a valuable amount of low-diameter CNTs or they 
would be doped by aliovalent impurities like B or N. Both ways of improve-
ment are expensive and hardly realizable for massive production of CNT mix-
tures [306, 307]. So, another mechanisms should be proposed to explain a 
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substantial uptake of Cr (VI) anions by CNT-based materials from water so-
lutions observed in experiments [276, 308—311] and these mechanisms will 
be examined below.
Table 1.9. Binding energies Eb (eV), charge diff erences Δq (e) of MVIO4

2– 

(MVI = Cr, Mo, W) anions adsorbed on undoped and B(N)-doped carbon 
nanostructures, and the shortest internuclear distances Rmin between anions 
and adsorbents (Å) calculated in aqua [295]

Type of 
anion

Type of 
doping Confi guration Eb Δq Rmin (bond type)

Cr
O

42–

Undoped CNT(3,3)—CrO4
2– 0.051836 –0.58393 1.47456 (C—O)

CNT(5,5)—CrO4
2– 0.679748 –0.67025 1.49594 (C—O)

MWCNT—CrO4
2– 0.03715 0.00886 4.22942 (C—O)

GR—CrO4
2– Unconverged

B-doped CNT(3,3)—B—CrO4
2– –0.75355 –0.30906 1.52525 (B—O)

CNT(5,5)—B—CrO4
2– –0.51729 –0.38881 1.54467 (B—O)

MWCNT—B—CrO4
2– 0.487069 –0.34024 1.76103 (B—O)

GR—B—CrO4
2– 0.469333 –0.4068 1.60073 (B—O)

N-doped CNT(3,3)—N—CrO4
2– –2.5076 –0.6844 1.34220 (C—O)

CNT(5,5)—N—CrO4
2– –0.04731 –0.00579 3.00821 (C—O)

MWCNT—N—CrO4
2– 0.362179 –0.74208 1.47368 (C—O)

GR—N—CrO4
2– 0.550818 –0.76429 1.48531 (C—O)

M
oO

42–

Undoped CNT(3,3)—MoO4
2– 0.107118 –0.58258 1.47454 (C—O)

CNT(5,5)—MoO4
2– 0.761901 –0.65894 1.49558 (C—O)

GR—MoO4
2– Unconverged

B-doped CNT(3,3)—B—MoO4
2– –0.77034 –0.33025 1.52940 (B—O)

CNT(5,5)—B—MoO4
2– –0.51831 –0.39701 1.54668 (B—O)

GR—B—MoO4
2– 0.492639 –0.43349 1.59292 (B—O)

N-doped CNT(3,3)—N—MoO4
2– –2.32348 –0.67003 1.35715 (C—O)

CNT(5,5)—N—MoO4
2– –0.09081 –0.74556 1.44646 (C—O)

GR—N—MoO4
2– –0.049 –0.0097 3.02454 (N—O)

W
O

42–

Undoped CNT(3,3)—WO4
2– 0.176553 –0.58886 1.47833 (C—O)

CNT(5,5)—WO4
2– 0.817554 –0.65263 1.50302 (C—O)

GR—WOO4
2– Unconverged

B-doped CNT(3,3)—B—WO4
2– –0.72484 –0.34951 1.52665 (B—O)

CNT(5,5)—B—WO4
2– –0.51958 –0.40576 1.54901 (B—O)

GR—B—WO4
2– 0.429102 –0.4245 1.60290 (B—O)

N-doped CNT(3,3)—N—WO4
2– –0.08849 –0.00707 3.11305 (N—O)

CNT(5,5)—N—WO4
2– –0.01017 –0.73594 1.4535 (C—O)

GR—N—WO4
2– 0.614163 –0.73917 1.49695 (C—O)



70

CHAPTER1. Short Remarks on Lattice and Electronic Structures of Graphite

Th ese data show that much lower absolute values of binding energies are 
observed for all studied combinations relatively to corresponding cases in vac-
uo. Th e Eb values of all adsorption cases on MWCNT and graphene are positive 
indicating that adsorption of MVIO4

2– anions by such adsorbents is energetically 
unfavorable. Positive are also the energies of adsorption cases on all undoped 
adsorbents. Only the B- and N-doped CNT(3,3) and CNT(5,5) reveal negative 
Eb values and these values are below –2 eV for adsorption of CrO4

2– and MoO4
2– 

on CNT(3,3). All three anions reveal no stable adsorption confi gurations on 
undoped graphene in aqua (geometry optimization was not convergent).

Th ese results allowed us to conclude that undoped CNTs could be less-effi  cient 
materials for adsorption of MVIO4

2– anions in water. Th e effi  ciency can be improved 
if the materials would contain a valuable amount of small-diameter CNTs or they 
would be doped by aliovalent impurities like B or N. Both ways of improvement 
are expensive and hardly realizable for massive production of CNT mixtures [306, 
307]. So, another mechanisms should be proposed to explain a substantial uptake of 
Cr(VI) anions by CNT-based materials from water solutions observed in experiments 
[276, 308—311]. Th ese mechanisms are examined in the following subsections.
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22СHAPTE
R EXPANDED GRAPHITE 

AND SOLID MATERIALS 
BASED ON IT

Nowadays, one of the most promising areas of nanotechnology 
is the synthesis and application of carbon nanomaterials. Among 
these materials, expanded graphite (EG) occupies a prominent 
place, which best realizes the unique properties of graphene in 
the production of the material on an industrial scale.

Th e phenomenon of thermal expansion of graphite has 
been known since the late 19th century, when an increase in the 
volume of the carbon sample, i.e. its expansion, was observed 
aft er interaction with Bronsted acids and heating. But only in 
the mid-60s of the 20th century, the stage of the recent history 
of research and industrial use of EG began.

Intensive development as used in industry for the produc-
tion of sealing materials and seals [1—4], research-modeling 
of the structure and properties of EG [1, 5], development of 
new hybrid materials for electrodes of chemical current sourc-
es [6, 7], obtaining composite carbon-carbon materials [8, 9], 
synthesis of graphene nanoparticles and materials from them 
[10—14], reinforcement of polymeric materials [12, 15—17], 
etc. are going on today.

Practical application of EG in the world practice began in 
the 60s of last century, while in the USSR, and then in inde-
pendent Ukraine, industrial technology did not exist until the 
beginning of the 21st century.

Expanded (exfoliated) graphite [1, 2], or thermographite 
[18, 19], is a group of materials with a graphite-like structure, 
obtained by rapid heating (thermal shock) at temperatures of 
800—1100 °C of graphite intercalation compounds (GIC) or 
their hydrolyzed forms. Th e decomposition and evaporation of 
the intercalant lead to a strong expansion along the axis perpen-
dicular to the graphene planes. Th is eff ect is observed for GIC 
with various intercalants such as acids, metal chlorides, halogens, 
etc., but it is most pronounced for graphite salts with anions of 
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mineral acids, the molecules of which easily form gaseous products and allow one 
to obtain EG powder with a specifi c surface area of 50—100 m2/g.

Natural graphite in the state of EG acquires the ability to form into a solid 
material without binders, which allows it to be used as a basis for a wide class 
of carbon materials: sealing, electrical, antifriction, structural, polymer, and 
rubber fi llers [18, 19]. 

Th us, in particular, both GIC and EG are used to create eff ective current 
sources that have a long term of operation and are intended for the manufacture 
of various microelectronics products. Th ey are also used as catalysts of chemi-
cal reactions and coolants, in the manufacture of explosion-proof membranes, 
sound-proof materials, fi llers for fi lters, various kinds of membranes, diamag-
netic suspensions and screens, sensors of magnetic fi eld and temperature, non-
metallic heaters of any form, etc.

In addition to practical use, these materials, due to the peculiarities of their 
structure, represent signifi cant scientifi c interest as objects of research for fun-
damental phenomena. For example, they have inherent negative magnet resis-
tance and two-dimensional electronic structure, which allows conducting an 
experimental study of the physical properties of low-dimensional systems.

Consumer properties of composite materials (CM) on the basis of EG, includ-
ing physical-mechanical characteristics, are determined by the peculiarities of their 
crystalline structure and phase composition, as well as the strength of bonds between 
EG particles arising in the process of material formation and adjusting the structur-
al state of the surface and volume of EG particles in certain limits by changing the 
conditions of oxidative and thermal treatments of natural graphite [19—21]. 

Chemical modifi cation of the surface of EG particles, in particular, by ther-
mosetting organic compounds, allows enhancing interparticle interaction and 
creating a continuous distributed carbon structure in the graphite matrix, which 
qualitatively changes the physical and mechanical characteristics of CM. A sig-
nifi cant increase in the strength characteristics of CM is achieved by introduc-
ing into the system of EG-carbon or EG-polymer highly modular components, 
namely carbon fi ber or carbon nanotubes/nanofi bers [22].

Modifi cation of EG surface with metals, nonmetals, or their oxides dur-
ing the reaction of its formation also opens wide possibilities for regulating the 
physicochemical properties of composite materials based on EG [23, 24].

Th e process of obtaining EG is multi-stage, so the purposeful formation 
of its structure and properties requires a thorough study of physicochemical 
processes starting from the purifi cation of natural graphite, its intercalation in 
the cleanest, energy- and resource-saving way, in particular by electrochemical 
(anodic) oxidation in sulfuric acid to obtain graphite intercalated with sulfuric 
acid (GIC-H2ЅO4), hydrolysis of GIC-H2ЅO4, drying, heat treatment by rapid 
heating, followed by compaction via rolling or pressing [1, 2].
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2.1. Graphite intercalated compounds: 
methods of obtaining and purifying 

Graphitized carbon and its products, as well as metals and their 
alloys, polymers, ceramics, etc., hold a special place among materials widely 
used in industry. In all their diversity one can distinguish two large classes: syn-
thetic graphitized carbon materials obtained by hydrocarbon pyrolysis and ma-
terials fabricated from natural graphite [1, 25]. 

Natural graphite occurs in the Earth’s crust in the form of individual depos-
its accompanied by other minerals such as quartz, feldspar, glist, pyrite, calcium 
carbonate minerals, complex and aluminum silicates, etc. Th e content of graph-
ite in the deposits can vary from a few fractions of a percent up to 10—20%. De-
posits with a graphite content of 5% or more are considered minable. Graphite 
is extracted from an ore mineral by the fl otation method as described, for ex-
ample, in [26]. Basically, fl otation concentrates with 94—97% wt. of carbon are 
mass-produced. Th e dispersed graphite raw material with a content of high-ash 
admixtures of (4—15)% wt. represents more than 90% of the overall production 
and is widely used foremost in metallurgy, refractory materials manufacturing, 
oil and gas extraction, etc. But it should be noted that even these industries 
eventually increase their demands for the purity of graphite. For example, the 
refractory materials industry uses raw materials with graphite content of at least 
97% wt. Th erefore, the task of optimizing the processes of chemical cleaning of 
the fl otation concentrate or the second-stage cleaning of the low-ash raw graph-
ite is quite important [27]. 

Th e chemical content of ash admixtures is diff erent but could be approxi-
mated as listed in Table 2.1. 

Th e content of microelements is even more variable depending on the de-
posit and can include the following elements (Table 2.2).

Th e dispersity is a second important feature of natural graphite. Since 
graphite ore processing by fl otation is associated with wet grinding, the main 
part of the graphite scale in aggregates is dispersed. Th us, the content of the 

Table 2.1. Th e chemical content of ash admixtures in the graphite deposits

SiO2, % wt. Al2O3, % wt. Fe2O3, % wt. CaO, % wt. MgO, % wt. S, % wt.

50—65 11—20 6—20 1—4 1—5 0.5—3.0

Table 2.2. Th e content of microelements in the graphite raw material

Cu, ppm Ti, ppm Mn, ppm Mo, ppm

5—35 25—110 15—65 5—35
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most valuable fraction (≥200 μm) in the froth-fl oated slurry does not exceed 
25% wt. Th e most common brands of natural graphite produced are 500 μm 
(32 mesh), 315 μm (50 mesh), 200 μm (80 mesh), 160 μm (100 mesh), et al.

Graphite sublimates at temperatures above 3000 °C, however, the study of 
graphite in a liquid state requires even more critical conditions [28]. Th erefore, 
the exfoliated (expanded) graphite technology is the only possibility to obtain a 
solid material of natural graphite on an industrial scale. 

 Intercalated compounds can be formed from carbon materials with a 
graphite-like (layered) structure both synthetic as artifi cial graphite or pyro-
lytic graphite and natural graphite with diff erent orders of structure perfection. 
However, the natural macrocrystalline (fl ake) graphite of high purity is gen-
erally used for the production of expanded graphite on an industrial scale. It 
demonstrates the maximum eff ect of thermal exfoliation during the formation 
of the graphite intercalation compounds (GICs) with Bronsted acids.

Th e current technologies for the Bronsted-acid-assisted production of 
GICs, which are thermally expanded under heating, are based on the concept of 
oxidation and intercalation reactions shown in the schematic diagram: 

  n nHA A xHA-¾¾¾ ⋅ ¾¾xO (I) R(II)+C + C RGIC , (2.1)

where Cn is a graphene layer fragment in the graphite matrix; C24 is the minimal 
fragment of the layer that is necessary for the formation of stoichiometric GIC 
(defi ned empirically); HA is the Bronsted acid (H2SO4, HNO3, H3PO4); Ox is 
the oxidizing substance (HNO3, K2Cr2O7, KMnO4, (NH4)2S2O8, H2O2, O3, CrO3, 
anodic oxidation); R is a chemical reagent (H2O, NH4OH, etc.), and RGIC is the 
residual compound of graphite intercalation. 

Th e process of the fi rst stage (I) is the oxidation process of graphite with 
GIC formation. Th e process of the second stage (II) is the GIC treatment with 
the formation of RGIC as a fi nal product. Process (II) is needed to stabilize the 
characteristics of the obtained graphite compounds in time and to add specifi c 
properties, for example, the desired pH value of the aqueous extract. Structural 
features of EG are defi ned by the conditions of GIC obtaining and transforma-
tion, ie by the conditions of (I) process, the content of the fi nal product obtained 
by (II) process, and by the thermal decomposition of RGIC. 

Process (I) is a conjugation of oxidation reactions of the graphite matrix 
[C] and the formation of the product of inclusion of intercalants (HNO3, H2SO4, 
HClO4, H3PO4, H4P2O7, etc.) in the presence of oxidant Ox [26]:

             ¾¾[Ox] +
n[nC] C ,            (2.2)

        + +C + + m [C × m ]n nA HA A HA- -¾¾ .             (2.3)
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Th e structural features of EG are determined by the GIC structure (process 
(I)), the state of the product obtained in process (II), and the conditions of ther-
mal decomposition. Th e direction and depth of processes (2.2) and (2.3) determine 
the result: obtaining GIC, peroxidation (up to the formation of graphite oxide) and 
“wet combustion” of carbon, and so on. Prediction of properties of the fi nal prod-
uct of oxidation and intercalation reactions is possible under conditions when the 
real values of oxidation potentials are known. In this regard, the determination of 
thermodynamic conditions of these reactions has always been given much attention 
[28, 29]. An experimental study of oxidation potentials by two- or three-electrode 
methods, HA — [Ox] media, and GIC potentials by direct potentiometric in situ was 
carried out in detail in [29]. Experimentally determined values of Red/Ox-potentials 
of the model system with pyrolytic graphite of a high degree of structure perfection 
as a matrix on the scale of the hydrogen electrode are given in Table 2.3 [29].

One of the characteristic features of GIC is the presence of some stages of 
intercalation [1—3, 18]. In the n stage compound, each pair of intercalant lay-
ers is separated by n number of graphene layers. Th e intercalation compounds 
of stage 1 graphite are more graphene-concentrated, and the EG formed from 
them best realizes the unique properties of graphene. Th e composition of GIC 
with sulfuric acid (graphite bisulfate) can be described by the gross formula 
C+

24n· HSO4
– × 2,5 H2SO4 [1, 2]. Table 2.3 shows the potentials of graphite bisul-

fate stages 1—5 in reactions with 94 wt.% H2SO4 and in the presence of various 
oxidants [28, 29] or anodic oxidation [30, 31].

Of course, in the case of the intercalant inclusion between graphene planes, 
the period of identity (Ic) of the crystal structure in the direction of the c-axis 
increases (Chapter 1).

For the implementation of each stage of GIC, there are values of potentials that 
indicate the correspondence of the action of chemical (or electrochemical) oxida-
tion. It has been established in [29] that the potential for the formation of EGIC is 

Table 2.3. Potentials for the formation of graphite bisulfate EGIC

Stage 
number 

(n)

H2SO4 + [K2Cr2O7] H2SO4 + [KMnO4]
H2SO4, 

electrochem. 
[30]

H2SO4, 
electrochem. 

[31]

2 4/Hg Hg SOE , V 
experiment

EH2
, V 2 4/Hg Hg SOE , V 

experiment
EH2

, V 
2 4/Hg Hg SOE , V EH2

, V

1 1.02—1.30 1.63—1.91 1.02—1.50 1.63—2.11 0.83—1.33 1.44—1.94
2 0.70—0.85 1.31—1.46 0.80—0.90 1.41—1.50 0.55—0.83 1.16—1.44
3 0.62—0.65 1.23—1.26 0.60—0.65 1.21—1.26 0.48—0.55 1.09—1.16
4 0.61 1.22 0.60 1.21 — —
5 0.50 1.11 0.50 1.11 — —



85

2.1. Graphite intercalated compounds: methods of obtaining and purifying 

a quantitative characteristic that determines the number of stages, for the imple-
mentation of which, obviously, you need to choose an oxidant with EH2

 ≥ EGIC. 
Th e thermodynamic conditions for the GIC formation with one stage or another 
are determined by the potential of the reaction medium, but its implementation 
involves the use of the stoichiometric amount of oxidant in the synthesis.

Th e study of the kinetic dependences of the potential E(t) of graphite sam-
ples shows [3, 29] their stepwise nature. Th e sections parallel to the abscissa 
axis correspond to the mixture potential for two stages, (n) and (n + 1), and 
the intervals on the slopes of these dependences correspond to the degree (n). 
Th e potential of the last horizontal “section” characterizes the potential of the 
oxidant solution. Th is behavior of E (t) is a confi rmation of the domain model 
of the GIC structure.

Th e depth of oxidation of the graphite matrix depends on the potential of 
the oxidant solution. Its certain value can lead to re-oxidation of the fi rst de-
gree, amorphization of the product structure, and the eff ect on the kinetics of 
intercalant inclusion. Th us, the minimum time of formation of GIC I degree 
for the system [Graphite—H2SO4—KMnO4], then with K2Cr2O7, and so on. 
Th us, the main regularity of the process of GIC formation is that the Red/Ox 
potential of the oxidant determines the thermodynamics and kinetics of the 
inclusion process.

Th e well-known industrial technologies for producing exfoliated graphite 
use nitric and sulfuric acids as intercalants, K2Cr2O7 and (NH4)2S2O8 as oxidiz-
ers due to their ability to expand.

Th e graphite — H2SO4/HNO3 system:

Cn + 3H2SO4 + HNO3→ C+
24HSO4

− · 2H2SO4 + H2O + NO2 + Cn–24 .         (2.5)

Th e graphite — H2SO4/K2Cr2O7 system:

       Cn+ 25H2SO4+ K2Cr2O7 → 6C+
24HSO4

− · 2,5H2SO4+ Cr2(SO4)3+ 
      + K2SO4+ 7H2O+ Cn–144.                         (2.6)

Th e graphite-H2SO4/(NH4)2S2O8 system:

Cn+ 5H2SO4 + (NH4)2S2O8→ 

       → 2C+
24HSO4

− · 2H2SO4+ (NH4)2SO4+ Cn-48.                        (2.7)

Th e stage of GIC is defi ned by the sequence of fi lling of the interlayer spaces 
in the graphite lattice by the doping substance (intercalant). An intercalant fi lls 
the whole interlayer space in the most saturated GIC of stage 1. GIC of stages 2 
and 3 is formed if an intercalant occupies each second or third position of the 
interlayer space, respectively.
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Th e process of obtaining graphite nitrate via the treatment of graphite by 
fuming nitric acid can be expressed as:

         Cn + 5HNO3→ C+
24NO3

− · 3HNO3 + NO2 + H2O + Cn–24. (2.8)

Th e processes of chemical intercalation and their features depending on the 
types of HA, Ox (Ι), and R(ΙΙ) in (2.1) have been studied suffi  ciently [1, 5—14].

Anodic Oxidation Method. Electrochemical intercalation or anodic oxida-
tion is the greenest, resource- and energy-saving method of producing GICs 
under well-controlled conditions [18, 28, 29, 32], which allows reaching the 
specifi c characteristics of EG, including regulation of the structural and chemi-
cal state of its surface [33, 34]. 

Th e chemical composition of GIC with sulfur acid can be expressed by the 
following empirical formula: C24i

+  · HSO4
– · 2,5H2SO4 [2], where i is the GIC stage 

number. Th e value of electric power calculated by the Faraday laws [35] as required 
for the graphite matrix oxidation to obtain stage 1 GIC H2SO4 is equal to 93 A · h/kg; 
to obtain 1 + 2 stage GIC — 62 A · h/kg; to obtain stage 2 GIC — 46.5 A · h/kg. Th ese 
values are i good agreement with the data listed in [36]. So, one can speculate that 
the electrical consumption will vary from 0.372 to 0.744 kW · h at the voltage of 
4—8 V to treat 1 kg of graphite to obtain stage 1 GIC. 

A number of studies are devoted to obtaining GICs by anodic oxidation of 
graphite in sulfur and nitric acids [18,19, 32, 36—42]. Electrolytic cells of labora-
tory size with a charge of graphite up to 100 g were used for the studies [18, 28, 
29, 32—40]. Th e diffi  culties in creating an eff ective electrochemical reactor for the 
anodic treatment of dispersed carbon powders consist in a proper electric con-
tact supply throughout particles and the necessity of using corrosion- and acid-
resistant materials for the reactor vessel and electrodes, removal of gases formed 
during the side reaction of water electrolysis, compensation for the increase in 
the volume of the solid reaction mass due to the increase in the interlayer distance 
of graphene planes in the GICs formed. It is worth noting that the equipment 
schemes for GICs industrial production presented in the literature [36] are too 
complicated and have rather theoretical than practical meanings.

Th e periodical regime involves loading the graphite material in the reactor 
fi lled with acid, intercalation process, draining the spent electrolyte, GIC un-
loading, and further processing. Th e results of the process study in the labora-
tory cells are given in [18, 37, 38]. Anodic oxidation of powders is performed 
in three ways: 

on a horizontal anode in a vertical column with free powder backfi lling, • 
with a horizontal cathode;

on a horizontal anode in a vertical column with powder bias against the • 
anode by the piston, with a horizontal cathode;
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on a vertical anode with powder bias against the anode by the piston, with • 
a vertical cathode.

All the variants include an acid bath, furthermore, sometimes fl ushing of 
acid through the graphite. Th e sulfuric acid of 50% concentration has been used 
in [39] while both sulfuric and nitric acids of 93 and 55% concentration re-
spectively have been used in [37, 38]. Th e authors of [18] recommend using an 
anode current density of 50 mA/cm2 and an H2SO4 content of ~30—50%. Th us, 
the power consumption for obtaining intercalated graphite of high quality is 
limited by 60—400 A · h/kg. 

Th e authors of [43] analyzed the processes of periodic intercalation of 
graphite with sulfuric acid in electrochemical reactors of diff erent designs: a 
fl ow reactor with freeloading of graphite; a reactor with vertical electrodes; a 
cassette reactor with a vertical arrangement of electrodes; a horizontal cassette 
reactor in diff erent modes. In [44] the principles of construction of a new elec-
trochemical reactor are off ered.

Th e main disadvantage of batch reactors is the need to stop the process, so 
the work was continued in order to create an effi  cient electrochemical reactor 
of continuous operation [45]. One of the elements of solving the problem is the 
arrangement of continuous movement of the pulp “graphite-acid” in the gap be-
tween the anode plate and the separator to ensure close contact of the mixture 
with the current discharge. Th us, the possibility of moving graphite material with 
the help of a piston and an auger has been established. Th e authors [46] propose 
a device that uses the principle of pushing a graphite-electrolyte mixture with a 
piston or auger and a cathode made in such a way that it can perform oscillational 
and rotational movements, which should eliminate jamming, occurring due to 
expanding graphite during its oxidation. Th e authors [29, 47—49] have proposed 
forced transportation of the working mixture through the gap, which expands be-
tween the anode plate and the porous diaphragm. Th e main disadvantages of this 
method are the need to use graphite only one brand (or particle size) because the 
eff ect of the expansion of graphite particles because of intercalation depends on 
their sizes. In the case of a smaller dispersion of particles, jamming can occur, and 
in the case of a larger one, contact violation in the electrical circuit takes place.

Th erefore, in [49], a suspension was previously obtained by holding graph-
ite in 80—98% wt. nitric acid till the formation of intercalation compounds of 
graphite 2 or 3 stages, and subsequent anodic oxidation led to the production 
of stage 1 GIC. Th us, compensation for the eff ect of increasing the suspension 
volume of the due to anodic oxidation is achieved. Th is process is implemented 
in a device comprising a carousel-type reactor with a cylindrical body, an an-
nular anode in the form of a chute mounted in the housing coaxially with it, 
and cathodes made in the form of blades radially mounted on an axial vertical 
shaft  and mounted in the chute anode, with the possibility of their longitudi-
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nal movement in the reaction chambers [47]. While in [29] a large amount of 
concentrated acid was required, in [46—49] almost only wetted (“semi-dry”) 
mixtures of graphite with solutions are used.

Th e continuous movement of graphite mixture along the separator (or 
compatible with it) over time leads to clogging of the separator pores because 
in graphite raw materials of any dispersion there is always a very small fraction 
(“tail” in the particle size distribution), which can enter the pores and cause a 
short circuit between the electrodes. Th e disadvantages of these devices are not 
only the complexity of the design and low productivity but also the insuffi  cient 
effi  ciency of cleaning the separator from GIC. No scrapers allow you to com-
pletely clean the separator if it is clogged with a fi ne fraction of graphite.

Fig. 2.1. Schematic diagram of the reactor for intercalation of graphite: 1 — reactor frame; 
2 — loading hopper; 3 — leveling roll; 4 — component anode; 5 — perforated cathode; 
6 — drive drum; 7 — drive drum drive; 8 — tension drum; 9 — device of the tension 
drum; 10 — fl ushing collectors; 11 — receiving tray; 12 — restrictive walls; 13 — movable 
membrane (separator); 14 — limiting boards; 15 — cross-sections
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Th e following is a description of the simple design of the reactor, which al-
lows the achievement of high productivity at low energy costs and preserves the 
consumer properties of thermally expanded graphite obtained from the thus syn-
thesized GIC. Th e problem is solved by taking into account the fact that according 
to [44] the method for obtaining GIC includes: mixing graphite with 30—94% 
sulfuric acid at the ratio of 0.5—1.0 cm3 of solution per 1 g of graphite; transport-
ing the mixture through the zone of electrochemical treatment; transmitting a 
direct current with a density of 25—42 mA/cm2 through the mixture layer. 

According to the proposed technical solution [50, 51] (Fig. 2.1), a mixture 
of graphite with sulfuric acid is loaded into the hopper (2) with a leveling device 
(3), which by means of roll presses and levels the mixture. Th e loading hopper 
(2) is located above the movable membrane (separator) (13), made in the form 
of a closed conveyor belt with fi xed transverse profi les (15). Th e membrane (13) 
is moved along the cathode (5) surface at a speed of (1—18) cm/min. Th e anode 
(4) has the shape of knife electrodes located with a gap (10—25) mm from each 
other at a distance of 4—14 mm from the separator surface. Next, during the 
separator passage along the cylindrical surface of the drum (6), there occurs 
a partial detachment of the GIC mixture from its surface. At the beginning of 
the reverse movement, the mixture falls on the receiving tray (11), where the 
remnants of the adhered intercalated graphite are washed off  by jets of water 
from washing collectors (nozzles) (10) located on both sides of the separator. 
Th e roll (3) evens and adjusts the thickness of the mixture layer of graphite with 
a sulfuric acid solution. Th e membrane (13) is fi xed on the drive (6) and tension 
drums (8) with a device (9) that stretches the membrane.

Th e device for unloading GIC is made in the form of an inclined receiving 
tray (11), from which water fl ows from the fl ushing collectors to wash the GIС 
on the suction fi lter.

To test the method, graphite (brand GSM-2, GOST 17022-81), sulfuric acid 
(DSTU 4204), and the device according to the scheme in Fig. 2.1 were used. 
Fig. 2.2 shows a 3D diagram of the electrochemical reactor and a photograph of 
production tests.

Th e ability to thermally expand the GIC obtained was determined by the 
expanded coeffi  cient (Kc

1000, cm3/g). For this purpose, water-washed and dried 
GIС samples were used. In a quartz beaker placed in a mine furnace heated 
to 1000 °C, a suspended 1 g sample of GIС was added and kept for 60 s until 
completely swollen. Th e beaker with the expanded graphite was removed from 
the furnace. Aft er cooling, the EG was moved to the measuring cylinder, and 
its volume (V) was determined. Th e coeffi  cient of thermal expansion for each 
sample was calculated as an average of three measurements by the formula:

                    Kc
1000 = V/m.                                                           (2.9)
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Th e possibilities of the anodic oxidation process according to the above 
scheme are confi rmed by examples of its specifi c implementation, the results of 
which are given in Table 2.4.

Example 1 (Table 2.4): natural graphite is mixed with a 30% aqueous solu-
tion of sulfuric acid (1 cm3 of acid solution per 1 g of graphite). Th e graphite 
suspension is placed in a loading hopper 2 with a roll 3, which equalizes and 
adjusts the thickness of the graphite suspension layer. A gap is established be-
tween the knife electrodes of anode 4 with an interval of 18 mm from each 
other, and the distance from the knife electrodes to the membrane surface is 
14 mm. On turning on drive drum drive 7, drive drum 6 makes the conveyor 
belt (membrane) 13 start moving with a speed of 1 cm/min. Th e graphite slurry 
is moved from the loading hopper to conveyor belt 13, where roll 3 distributes 
the graphite slurry along its surface in a uniform 14 mm thick layer. When the 
graphite suspension layer reaches anode 4, a direct electric current is switched 
on, maintaining its density at 42 mA/cm2.

Next, new portions of the suspension are added to the loading hopper, en-
suring continuity of the process of obtaining GIC. Aft er 100 min, the initial 
portion of the graphite suspension, which during electrolysis is converted into 
a suspension of GIC, reaches drive drum 6. 

When moving diaphragm 13 along the cylindrical surface of drive drum 6, 
the GIC suspension peels off  from its surface and enters the receiving tray 11 
with limiting walls 12. Jets of water from fl ushing collectors 10 wash away the 
remnants of GIC and the entire product of electrochemical treatment in the 
receiving tray 11, and then — on the suction fi lter. Aft er washing and drying, 
we obtain GIC, the expansion coeffi  cient of which is 143 cm3/g. Th e amount of 
electricity consumed is 35.0 A · h/kg.

Fig. 2.2. 3D diagram of the electrochemical reactor (a). Stage of testing an electrochemi-
cal reactor with a production capacity of 10 kg/h (b)
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Th e following examples 2—6 were conducted as described in example 1, except 
for changing the process parameters. Table 2.4 provides specifi c data on the process 
conditions, as well as on the expanded coeffi  cient for the product obtained.

In examples 7 and 8, GICs were obtained as described in example 1, ex-
cept that the process parameters were changed (Table 2.4). In example 7, the 
distance between the knife electrodes of the anode (30 mm) is greater than the 
values stated in the claims [50, 51]. In this example, the resulting product con-
tains particles of unoxidized graphite and has a low expanded coeffi  cient. In 
example 8, the distance between the knife electrodes of the anode (8 mm) is less 
than the values stated in the claims. Th e resulting product contains particles of 
peroxidized graphite and has unsatisfactory consumer properties. In example 
9 (according to the prototype [48]), 200 g of natural graphite was mixed with 
100 cm3 of 55% aqueous solution of sulfuric acid (the ratio of the acid volume 
to the graphite mass is 1 cm3/g). Th e resulting mixture was pushed into the gap 
between the anode and the porous membrane 13. Th rough the graphite, a direct 
current was delivered with a density of 30 mA/cm2. Th e amount of electricity 
consumed was 37.5 A ∙ h/kg. Aft er washing and drying, GIC was obtained with 
an expanded coeffi  cient of 105 cm3/g.

Th us, we have developed a scheme and created a reactor for electrochemical 
oxidation of dispersed natural graphite of continuous action with a production 

Table 2.4. Expanded coeffi  cient of EG depending 
on the parameters of oxidation process
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capacity of 10 kg/h. Th e operating modes were optimized to ensure the stable 
quality of oxidized graphite, satisfactory for obtaining functional products from 
thermally expanded graphite. Th e method of obtaining intercalated graphite 
and the device for its implementation are suitable for use in enterprises produc-
ing sealing materials and products from EG for equipment used in the nuclear 
and chemical industries, thermal power, metallurgy, and the like.

Chemical and electrochemical purifi cation of natural graphite. Natural graph-
ite of 50 mesh 75—80% fraction content and ≤1% wt. of the ash content is used 
for obtaining EG for sealing materials and goods for the fuel and energy com-
plex, petrochemical industry, etc. [32]. Th e goods for nuclear power plants use 
materials made from EG of so-called "nuclear cleanliness", in which the carbon 
content should not be below 99.85% wt. Th at is why the problem of optimiza-
tion of oxidation and purifi cation processes of natural graphite to produce EG 
of a given purity is very important.

Chemical processing is based on the fact that graphite is quite inert and, 
unlike ash impurities, does not react with most chemicals. Th e most common 
methods of chemical purifi cation are:

decomposition of impurities by hydrofl uoric acid silicates;
sintering of fl otation concentrates with soda and caustic soda followed by 

the disintegration of sulfuric acid;
thermal removing the impurities, which includes the blow-off  of the 

graphite by halogenated gases at high temperatures.
It is considered reasonable to use the sintering of graphite with caustic soda 

within 300—500 °C followed by treatment under standard conditions with 5% sul-
furic acid for most medium and refractory ores. If a deep purifi cation is necessary 
(up to 0.2% wt. ash or less), the third purifi cation stage by 3.5% solution of hydrofl u-
oric acid or ammonium difl uoride solution in sulfuric acid is implemented. On this 
basis, the study for the possibility of purifi cation has been provided by: 

standard scheme of graphite purifi cation from various manufacturers;
alkaline purifi cation in a “soft ” mode and a reduced temperature of the 

graphite-alkali mixture; 
graphite purifi cation by ammonium difl uoride, eliminating the labor-

intensive and energy-intensive process of the alkali treatment;
graphite purifi cation aft er chemical oxidation;
graphite purifi cation aft er anodic oxidation, and oxidation with a change 

in polarity. 
Th e samples of the fl otation concentrate (90—97% wt. of carbon) and 

low-ash graphite (carbon content ≥ 99% wt.) from diff erent manufacturers in 
Ukraine, China, India, and Madagascar have been studied.

Purifi cation with alkaline and ammonium difl uoride. Th e mid-ash graphite 
by Xiang Yang (China) company (the carbon content by passport was not lower 
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than 94% wt.; the ash content was equal to 4.16% wt. according to our esti-
mates) was processed by the standard mode. Th e costs and ash content of the 
product obtained are shown in Table 2.5. 

Th us, aft er an alkaline purifi cation of graphite by Xiang Yang (China) with 
the original ash content above 4% wt., we can get graphite of a “nuclear” purity 
at a cost of the ammonium difl uoride about 50 kg per ton of the raw graphite.

Th e mid-ash graphite by Titan Metals And Minerals Limited (India), with 
the carbon content by passport not below 94.6% (the ash content was 3.6% ac-
cording to our estimates) aft er the treatment with alkali (40% NaOH) was heat-
ed at 140—160 °C in a sand bath for 2 h and washed with hot water (60—70 °C) 
supplemented with 55% sulfuric acid, and aft er exposure to 10 min “cold”, 
washing to pH ≥ 6, and drying at 150—200 °C provides an ash content of 0.62% 
wt. Th us, the graphite studied is purifi ed by the alkaline treatment to the ash 
content below 1% at the sintering temperature of 140—160 °C instead of the 
traditional 300—500 °C.

Purifi cation without alkali. Th e possibility of purifi cation of high-ash graph-
ite by ammonium difl uoride without complicated and energy-intensive proce-
dures of an alkali treatment has been studied. Th e results of the purifi cation of 
the Madagascar graphite fl otation concentrate with an ammonium difl uoride 
solution in sulfuric acid are summarized in Table 2.6.

Th e data of Table 2.6 clearly show that by using a suffi  cient amount of am-
monium difl uoride, namely 4 parts by weight of difl uoride to 1 part by weight 
of ash, it is possible to obtain graphite with ash content below 1% for the Mada-
gascar deposit of the fl otation concentrate.

Aft er purifi cation. Table 2.7 shows the results of checking the possibility of 
graphite aft er purifi cation during the chemical oxidation of sulfuric acid with 
hydrogen peroxide as an oxidant. Th e ash content in the source graphite was 
0.76% wt. (carbon content of not less than 99.0%, Xiang Yang manufacturer, 
China). 

Table 2.5. Costs and ash content for the product obtained

Raw graphite: manu-
facturer, carbon con-
tent,% wt., dispersity

Caustic 
soda used, 

t/t

Sintering 
tempera-
ture, °C

Sulfuric 
acid (94%) 

used, t/t

Ammonium 
difl uoride 
used, t/t

Water 
used, 
m3/t

Ash 
con-

tent,%

Xiang Yang, China, 
94%, 50 mesh

0.115 320—330 0.23 0.019 21.5 0.50
0.115 320—330 0.23 0.048 28 0.11

Titan Metals and 
Minerals Limited, 
India, 94.6%, 50 
mesh 0.572 140—160 1.11 — — 0.62
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Table 2.8. Purification of the graphite flotation concentrate after electrochemical                        

# of 
sample, 
family

Source graphite: 
manufacturer, the carbon 

content,%, dispersity
Anodic treatment

  88 Qing Dao, China 94.5% 
C, 50 mesh

Vertical tube cell [24] with acid excess, 
ρacid=1.45 g/cm3, Vacid/mg = 3.4 cm3/g, Q = 80 A · h/kg

  92 Madagascar «C» 94.3% C Vertical tube cell [24] with acid excess, 
ρacid=1.45 g/cm3, Vacid/mg = 3.4 cm3/g, Q = 80 A · h/kg

171 CNMIEC, China
A90

Horizontal cell of 12 × 12 cm [24], ρacid=1.45 g/cm3, 
Vacid/mg = 0.7 cm3/g

320 Xiang Yang, China, 94% 
C 50 mesh

Horizontal cell of 12 × 12 cm with down cathode 
[24], ρacid = 1.43 g/cm3, Vacid/mg = 0.9 cm3/g, po-
larity reversal

Chemical treatment of the graphite with a carbon content of ≥99.0% during 
oxidation by sulfuric acid using hydrogen peroxide as an oxidant leads to deteriora-
tion of EG quality (bulk density is increasing, i.e. decreasing in the strength of rolled 
products, etc. [27]). In addition, the ash content is almost unchanged, despite the 

Table 2.6. Costs and ash content for graphite obtained

Raw graphite: 
manufacturer, 
carbon con-
tent,% wt.

Sulfu-
ric acid 
(94%) 

used, t/t 

Ammonium 
difl uoride 
used, t/t

Water 
used, 

t/t

Reaction 
tempera-
ture, °C

Reaction 
duration, 

h

Ash con-
tent ob-
tained,%

Initial 
ash con-
tent, %

«B», 90.5% C, 
Madagascar 0.6 0.2 2.4 20 16 1.32 9.0
«C», 94.3% C, 
Madagaskar 0.6 0.2 2.4 20 16 0.84 5.1

Table 2.7. Costs and features of graphite used

Process

Sulfu-
ric acid 
(94%) 

used, t/t

Hydrogen 
peroxide 

(50%) used, 
t/t

Ammo-
nium di-
fl uoride 
used, t/t

Water 
used, 

t/t

Intercal-
ant con-
tent,%

EG pour den-
sity at 1000 °C, 

g/dm3

Ash 
con-

tent, %

Chemical oxi-
dation 1.48 0.067 — 27.8 13.5 4.4 0.72
Chemical oxi-
dation and aft er 
purifi cation 1.48 0.067 0.037 27.8 11.5 9.6 0.35
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rather high content of ammonium difl uoride. It may also indicate the presence of 
insoluble impurities in the ammonium difl uoride solution in the sulfuric acid. 

Purifi cation of graphite from diff erent fi elds aft er an anodic treatment. An an-
odic treatment of graphite in aqueous solutions of sulfuric acid, which can be re-
alized in diff erent schemes is the greenest and less expensive method of graphite 
oxidation to produce intercalation compounds enabled for thermal expansion 
[43—45, 50, 51]. Th erefore, an optimal combination of processes of graphite 
electrochemical and chemical intercalation aft er treatment of both the fl otation 
concentrate and low-ash graphite of diff erent fi elds has been considered. An at-
tempt to purify graphite by an anodic treatment at the polarity reversal has been 
made. In this procedure, the intercalation and deintercalation processes should 
lead to a “buildup” of the graphite lattice and to simplifying the access to chemi-
cal contaminants “encapsulated” in the graphite matrix. Th e schemes and con-
ditions of the anodic treatment are described above in [43—45, 50, 51]. Usually, 
aft er anodic treatment with ~80 A · h/kg, the graphite mixture was extracted on 
a fi lter, and sulfuric acid and ammonium difl uoride were added in appropriate 
amounts. Tables 2.7—2.9 briefl y summarize the methods, modes, settings, and 
processing of source materials from diff erent fi elds (ρacid is the density of the 
acid, Vacid is its volume, mg is the mass of the graphite materials). 

As follows from Table 2.8, it is possible aft erpurifi cation of the fl otation 
concentrate of graphite from various manufacturers with ammonium dift uoride 
in corresponding amount,  to the ash content of below 1% wt. aft er the anodic 
treatment in the electrochemical cell of the design proposed. A comparison of 
the ash content reached for graphite of grade “C” (Madagascar) (sample 92, Ta-
bles 2.6, 2.8) reveals that the ash content became almost three times lower aft er 
the anodic treatment than before it. Th e ammonium difl uoride used is less also 

                       oxidation (ECHO)
Ammonium 

difl uoride per 
graphite weight, 

g/g

Water volume per 
graphite weight, 

cm3/g

Reaction tem-
perature, °C

Reaction 
time, h

Ash con-
tent ob-

tained, %

Initial ash 
content, %

0.16 2.4 60 2 0.72 5.5

0.16 3.0 80 1.5 0.3 5.1

0.10 2.0 70
20

2 +
12

1.48 6.57

0.10 5.0 80 1.5 0.4 5.3; 3.3 (aft er 
oxidation)
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at signifi cantly less time, but at higher temperatures. It should be noted that the 
eff ectiveness of this technique for fl otation concentrates from diff erent fi elds is 
somewhat diff erent. 

Analyzing the data in Table 2.9, one can see that the ash content is de-
creased by 2—5 times at a reasonable cost of ammonium difl uoride (2.5 mass 
parts per 100 mass parts of graphite) for low-ash graphite from diff erent fi elds 
with a dispersion of 50 mesh aft er the anodic treatment in sulfuric acid solu-

Table 2.9. Purifi cation of low-ash graphite aft er electrochemical oxidation (ECHO)

# of 
sample 
family

Source graphite: manufac-
turer, carbon content, %, 

dispersity
Anodic treatment

91 Qing Dao, China, 99%C, 
50 mesh

Vertical tube cell [24] with acid excess, 
ρacid = 1.45 g/cm3, Vacid/mg = 3.4 cm3/g 

149.1 Xiang Yang, China, 99% 
C, 50 mesh

Horizontal cell of 12 × 12 cm [24], 
ρacid = 1.44 g/cm3, Vacid/mg = 0.85  cm3/g

149.2 Xiang Yang, China, 99% 
C, 50 mesh

Horizontal cell of 12 × 12 cm in size [24], ρacid = 
= 1.44 g/cm3, Vacid/mg = 0.85 cm3/g

158 Xiang Yang, China, 99% 
C, 50 mesh

Horizontal cell of 12 × 12 cm [24], 
ρacid = 1.44 g/cm3, Vacid/mg = 0.75 cm3/g

315 Qing Dao Gu Yu Graphite 
Co. Ltd, China, 99% C

Horizontal cell of 12 × 12 cm with down cathode 
[24], ρacid = 1.44 g/cm3, Vacid/mg = 0.85 cm3/g

316 Qing Dao Gu Yu Graphite 
Co. Ltd, China, 99%C

Horizontal cell of 12 × 12 cm with down cathode 
[24], ρacid = 1.44 g/cm3, Vacid/mg = 0.85 cm3/g

312 Xiang Yang, China, 99% C, 
50 mesh

Horizontal cell of 12 × 12 cm with down cathode 
(electrodes made of stainless steel) [24], ρacid = 
= 1.83 g/cm3 (strong acid), Vacid/mg = 0.75 cm3/g

314 GSL-2 Zavalie Graphite 
Plant, Ukraine, 99.8%C, 
80 mesh

Horizontal cell of 12 × 12 cm with down cath-
ode (electrodes from stainless steel) [24], ρacid = 
= 1.83 g/cm3 (strong acid), Vacid/mg = 0.8 cm3/g

298 Xiang Yang, China, 99% C, 
50 mesh

Cell of a quasi-continuous propulsion with a down 
cathode [29], ρacid = 1.45 g/cm3, Vacid/mg = 0.75 cm3/g

308 Xiang Yang, China, 99% C, 
50 mesh

Quasi-continuous drum-type reactor with pro-
pulsion, anode assembly and down cathode [29], 
ρacid = 1.445 g/cm3, Vacid/mg = 0.65 cm3/g

318 Xiang Yang, China, 98% C, 
1500 mesh

Horizontal cell of 12 × 12 cm with down cath-
ode (electrodes from stainless steel) [24], ρacid = 
= 1.83 g/cm3 (strong acid), Vacid/mg = 1.08 cm3/g

319 Xiang Yang, China, 98% C, 
1500 mesh

Horizontal cell of 12 × 12 cm with down cathode 
[24], ρacid = 1.43 g/cm3, Vacid/mg = 1.2 cm3/g, the 
polarity reversal
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tions (50—55%) in the horizontal cell (samples 149, 158, 315, 316) and the cells 
of quasi-continuous mode (samples ## 298, 308), but it is impossible to reach 
an “atomic purity,” i.e. 0.1% wt. and less for the ash. Less than 0.1% wt. could 
be obtained in a vertical cell with an excess of acid (sample # 91), however, the 
intercalation process parameters decreased in this case [43]. Th e anodic treat-
ment of low-ash graphite samples in the concentrated sulfuric acid (## samples 
312, 314), which provides high levels of the intercalated graphite [43], unfortu-

Ammonium di-
fl uoride per grap-

hite weight, g/g

Water volume per 
graphite weight, 

cm3/g

Reaction 
tem  perature, 

°C

Reaction 
time, h

Ash content 
obtained,%

Initial ash 
content,%

0.04 2.4 80 1.5 0.09 0.40 (aft er 
oxidation)

0.02 2.5 70 3 0.16 0.72

0.05 2.5 70 2.5 0.12 0.72

0.04 2.0 70 2
4

0.3
0.25

0.7

0.05 2.5 80 1.5 0.15 0.58 (aft er 
oxidation)

0.05 2.5 20 20 0.13 0.58 (aft er 
oxidation)

0.10 4.0 20 3 0.7 1.53 (aft er 
oxidation)

0.10 4.0 20 2 0.69 0.79 (aft er 
oxidation)

0.04 2.5 80 1.5 0.26 0.7

0.05 2.7 70 2 0.38 0.74

0.033 2.5 80 2 0.17 0.71 (aft er 
oxidation)

0.10 4.0 80 2 0.07 0.65 (aft er 
oxidation)
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nately, increases the ash content (likely due to the electrodes-electrolyte reac-
tion), and aft er treatment by ammonium difl uoride substantially returns the 
original graphite purity. Th e ash content below 0.1% wt. was achieved in the 
graphite samples with a carbon content of 98% wt., dispersion of 1500 mesh 
(samples 318, 319), an increase in the reaction of the ammonium difl uoride to 
10 mass parts per 100 mass parts of graphite and further anodic treatment by 
the polarity reversal (sample 319). 

Table 2.10 demonstrates the change in the ash content of the fl otation con-
centrate of natural graphite of diff erent fi elds and diff erent batches from the 
same origin aft er anodic treatment with the polarity reversal. In other words, 
the intercalation → deintercalation → intercalation processes have been provided 
without chemical purifi cation with ammonium difl uoride in sulfuric acid. Th us, 
for samples of three series 321, 326, and 330 by Xiang Yang (China) with 50 
mesh, the ash content decreased from 5.3% to 3.4 ± 0.4%, that is, by nearly 40%, 
while for sample # 323 by Qing Dao Gu Yu Graphite Co Ltd (China), 90% C 
(grade 590) it is almost doubled. However, an anodic treatment of sample #331 
by Madagascar "C", 94.3% C with a polarity reversal almost does not change its 

Table 2.10. Eff ect of anode treatment on ash fl otation concentrate 
of natural graphite from diff erent fi elds (without chemical purifi cation 
by ammonium difl uoride solution in sulfuric acid)

# of 
sample, 
family

Source graphite: 
manufacturer, carbon 
content, %, dispersity

Anodic treatment Ash con -
tent ob-
tained,%

Initial 
ash con-
tent, %

321 Xiang Yang, China, 
94% C, 50 mesh

Horizontal cell of 12 × 12 cm with 
down cathode [24], ρacid =
= 1.43 g/cm3, Vacid/mg=1.0 cm3/g

2.6 5.3

323 Qing Dao Gu Yu 
Graphite Co. Ltd, 
China, 90% C, 
(grade 590)

Horizontal cell of 12 × 12 cm with 
down cathode [24], ρacid =
= 1.43 g/cm3, Vacid/mg = 1.0 cm3/g

6.3 11.8

326 Xiang Yang, China, 
94% C, 50 mesh

Horizontal cell of 12 × 12 cm with 
down cathode [24], ρacid =
= 1.43 g/cm3, Vacid/mg = 1.1 cm3/g 

3.6 5.3

330 Xiang Yang, China, 
94% C, 50 mesh

Horizontal cell of 12 × 12 cm with 
down cathode [27], ρacid =
= 1.43 g/cm3, Vacid/mg = 1.0 cm3/g

3.9 5.3

331 Madagascar «C», 
94.3% C

Horizontal cell of 12 × 12 cm with 
down cathode [27], ρacid =
= 1.43 g/cm3, Vacid/mg = 1.1 cm3/g

5.07 5.1
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ash content. Th us, on the basis of studies of the chemical and electrochemical 
purifi cation of the fl otation concentrate and the low-ash graphite from diff erent 
fi elds the following conclusions can be made.

1. Th e eff ectiveness of all the above fl otation concentrates and low-ash 
graphite purifi cation methods depends essentially on the geological origin 
of the graphite raw material. So, we can obtain graphite of an “atomic” purity 
using ammonium difl uoride (about 50 kg per 1 t of original graphite) aft er an 
alkaline purifi cation of the graphite with an initial ash content above 4% wt. 
by Xiang Yang (China). Th ere is a possibility to purify the mid-ash graphite 
from Titan Metals and Minerals Ltd (India) with an ash content of 3.6% to the 
ash content of less than 1% by an alkaline treatment at the sintering tempera-
ture of 140—160 °C instead of the traditional 300—500 °C. Besides, one can 
produce graphite of below 1% of the ash content from the fl otation concen-
trate of the Madagascar fi eld (the initial ash content 5.1%) using a suffi  cient 
amount of ammonium difl uoride (namely, 4 mass parts of difl uoride to 1 part 
of the ash) without alkaline processing, etc. So, it is necessary to provide the 
search and optimization for the purifi cation procedures for each origin of the 
natural graphite.

2. It is shown that the combination of an anodic treatment to produce graph-
ite capable of thermal expansion with purifi cation of fl otation concentrates from a 
number of fi elds with ammonium difl uoride in sulfuric acid allows one to obtain 
oxidized graphite with the ash content below 1% wt., which is suitable for the pro-
duction of sealing power equipment without further alkali treatment.

3. Graphite of high purity (ash content of 0.07% wt.) suitable for use in chem-
ical power sources has been obtained by anodic treatment with a polarity reversal 
of graphite of 1500 mesh and the carbon content of 98% wt. (Xiang Yang, China) 
and with further treatment by ammonium difl uoride in sulfuric acid.

4. Th e polarity reversal during the anode purifi cation of both the fl otation 
concentrate and the low-ash graphite may be an additional eff ective method for 
natural graphite purifi cation. 

2.2. The exfoliated graphite: formation, 
structural features of the solid material, 
and application

Th is subsection presents the results of studies of structural 
and phase transformations in products prior to the EG, the eff ects of heating 
conditions, expansion and chemical modifi cation on the structure, physical 
properties of bulk EG; some aspects of the formation of strong features of 
low-density materials from the EG at the main stages of their preparation are 
considered. 
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2.2.1. The structural transition of graphite — H2SO4 
residual intercalation compounds

Previous measurements of the temperature of the structural tran-
sition of residual compounds at atmospheric pressure, conducted by the diff eren-
tial thermal analysis have shown that, according to [18], it is within 100—400 °C. 
According to the thermogravimetric analysis, the region of maximum weight loss 
rate is 200—250 °C. Th erefore, to study the structural changes that occur dur-
ing the thermal expansion of graphite bisulfate crystals, they were washed in a 
distilled water up to pH 6—7 of the wash water with a further thermal treatment 
performed at atmospheric pressure and the fi nal heating temperature of 100, 250, 
400, 1000 °C. Exposure at the fi nite temperature continued until the termina-
tion of the sample weight loss. Th us, the diff erent states of samples were achieved, 
which were defi ned as the residual compounds of graphite bisulfate [52]. 

As shown by the structural study, the source materials (UT highly oriented py-
rolytic graphite and the natural graphite of Zavalevsky fi eld brand GAK-2) have a 
perfect crystalline structure close to the structure of monocrystal graphite, which 
made it possible to generalize the results of experiments carried out with each of 
these materials. Intercalation with sulfuric acid was carried out by the method of 
Ref. [53] in stoichiometric oxidation conditions. Th e process of the graphite sam-
ples’ intercalation and the diff erent states of residual compounds were controlled 
by a DRON-3M diff ractometer with CoKα radiation (λ = 0.17902 nm). Electron 
microscopy analysis was performed on a «Tesla» BS-540 unit with a maximum 
acceleration voltage of 120 kV and a resolution of 0.7 nm. Th inning of samples 
was performed as described in [54]. A comparison mode with the original quasi-
single crystal allowed us to exclude from consideration the structural features that 
are not related to the processes of inclusion and deintercalation [55]. 

As shown in [56], the main feature of the XRD pattern of the residual 
graphite bisulfate compounds in the initial state (i.e., aft er heat treatment at 
100 °C) is a substantial broadening of (002) diff raction refl ections of graphite 
and the presence of additional peaks. Aft er the sample treatment at temperatures 
up to 400 °C, the intensity of the additional diff raction refl ections is redistrib-
uted, and the (002) peak width of the graphite matrix is reduced as well. Such 
a change of diff raction patterns indicates the restructuring of the residual com-
pounds that apparently ends at 1000 °C. In electron diff raction, removed from 
the original part of the sample (Fig. 2.3, a), there are non-periodically arranged 
refl exes that do not belong to the graphite matrix. Analysis of the dark-fi eld and 
brightfi eld images (Fig. 2.3 b, c) by [57], indicates that the structure comprises 
a thin plate formation of phases diff erent from the matrix, but such that it has 
a specifi c crystal structure matching. Th ese formations can be characterized as 
fi elds enriched with the intercalant or its residues. Th e areas of structural inho-
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mogeneities (bright regions) are elongated and curved, both with alternating 
dark and light bands and without them. Th is may be due to the fact that the 
structures of these areas are similar, but diff er in the degree of order, including 
a fully disordered state. Th e structural inhomogeneities in the form of lamellar 
precipitates are obviously the cause of the elastic bending of the crystal, as evi-
denced by the series of distinct refl exes along certain directions in the pattern 
(Fig. 2.3, a). Besides, there are distinct phase formations of two types, probably, 
the intercalant residues. Th e precipitates of structural inhomogeneities of the 
round form with a distinct orientation are detected in the areas with an obvious 
texture matrix. 

Analysis of changes in diff raction patterns as well as the pictures of microdif-
fraction and corresponding bright- and darkfi eld images of the samples aft er treat-
ment at 250 and 400 °C (Fig. 2.3 g—i) and during heating up to 400 °C (in situ) 
[58] revealed the following regularities in the structure of the residual compounds. 

Fig. 2.3. Electron-diff raction patterns and corresponding dark- and bright-fi eld images 
from samples of the residual compounds of graphite bisulfate (GIC—H2SO4) heat-treated 
at 100 (a, b, c), 250 (d, e, f), 400 (g, h, i), and 1000 °C (j, k, l)
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Heat treatment of samples at 250 °C leads to structural changes in the bundle type, 
which aff ects mainly the most disordered regions of structural inhomogeneities and 
results in the conversion of the areas into a more ordered structure. 

At the same time, along with deintercalation increases the likelihood of the 
intercalant phases’ formation. Heating up to 400 °C leads to the dynamic develop-
ment of the processes of structural and phase transformations. It is quite possible 
that all areas of structural irregularities identifi ed in the original sample change; 
besides, the intercalant residues phases are formed. Th e greatest variety of charac-
teristic quantities and phases of the intercalant residues and regions of structural 
inhomogeneities is inherent to these samples. Increasing the heating temperature 
to 1000 °C causes deeper structural transformations of disordered phase forma-
tions and the phases of the intercalant residues. Th is is refl ected, above all, in the 
change in the type of diff raction patterns. Th e additional refl ections in the small-
angle region disappeared; the peak width at half-height of the graphite matrix 
decreased. However, heating and aging of samples, even at 1000 °C, do not lead 
to a complete deintercalation. At least two phases of residues intercalant with dif-
ferent dispersity are formed as a result of the transformation of areas of structural 
inhomogeneities. Moreover, a fi nely divided phase having a pronounced texture 
matrix may be defi ned as O=C=S based on the received sets of d/n. Th e regions 
with an ordered distribution of the intercalant remain as well. 

Th us, the residual compounds of graphite bisulfate (precursor of exfoliated 
graphite) are heterogeneous systems at all stages of heat treatment, including 
high temperature and rapid heating, to obtain EG. Th ey include graphite crys-
tals with structural inhomogeneities caused by the intercalant residues’ distri-
bution with diff erent degrees of order, as well as at least two phases with dif-
ferent particle intercalant residues. Th e treatment temperature determines the 
qualitative composition and the quantitative ratio of phase formations.

2.2.2. Changes in the electronic properties due 
to the structural transition 

Structural transformations in residual graphite bisulfate com-
pounds at a bulk compression have been studied via the resistance and thermo-
power measurements in the temperature range of 200–1200 °C by the proce-
dure described in [59]. 

Two variants of the structural transition have been considered: the “free” 
expansion (sample is placed on the substrate) and expansion into a limited vol-
ume (sample is in the shape limiting the change of its volume). Th e excess argon 
pressure is created in a high-temperature chamber [60]. Electrical conductivity 
and thermopower are measured by the standard four-probe method [61]. Tem-
perature dependence of the electrical conductivity (σ) and thermoelectric power 
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(S) in the free expansion model have 
been studied under a pressure of 5, 
10, and 20 MPa. Electrical conduc-
tivity increases with heating to a cer-
tain temperature and then decreases 
abruptly by several tens of times and 
thereaft er linearly decreases with 
a constant temperature coeffi  cient 
(Fig. 2.4). Th ermopower is reduced 
from 30—50 μV/K to 15—20 μV/K 
with heating, then quickly reduces 
to close to zero or negative values. 
Th e temperatures of jumps in the 
conductivity and thermopower, i.e. 
the temperatures of the structural transition, recorded by changing σ (Tσ

tr) and 
S (Tѕ

tr), diff er signifi cantly (Fig. 2.4). Th e results at diff erent pressures are shown 
in Table 2.11. Th us, the increase in pressure leads to a shift  of the structural 
transition temperature to higher values and to an expansion of the temperature 
range (ΔTσ, ΔTѕ). Note that σ(T) and S(T) demonstrate an infl ection point at 
about 200 °C, which corresponds to the beginning of intensive weight loss of 
residual compounds at normal pressure. 

Th e temperature dependence of the of structural transition, which is regis-
tered by the conductivity jump under pressure (Fig. 2.5), is linear according to 
[62]; the value of ΔH, determined from the slope of the line, is 70 ± 2 kJ/mol, 
which is virtually identical to ΔH of the intercalated graphite-bromine compound. 
In this case, the proximity of ΔH values may indicate that the activation energy 
of the process is determined by the thermal expansion properties of the graphite 
matrix rather than by the individual characteristics of the intercalant. 

Th e structural transition of the residual compounds due to expansion into 
a limited volume has been examined under a pressure of 10 MPa. Monotonic 
change in σ (T) and S (T) occurs with increasing temperature up to 1200 °C 

Fig. 2.4. Temperature dependences of the 
electric conductivity (σ) and thermopower 
(S) for “free” expansion model of graphite 
bisulfate under a pressure of 10 MPa 

Table 2.11. Th e eff ect of pressure on temperature 
of the structural transition of the residual compounds of graphite bisulfate 

Pressure, MPa Tσ
tr,°C ΔTσ

tr,°C Ts
tr,°C ΔTs

tr,°C

  5 290   65 500   65
10 330 100 555 100
20 345 110 575 110

N o t e: ΔΤ is the temperature range of the structural transition.



104

CHAPTER 2. Expanded graphite and solid materials based on it

(Fig. 2.6). Conductivity increases up to 700 °C and then slightly decreased in 
the whole temperature range. Upon cooling, σ (T) curve (Fig. 2.7) reproduces 
the form of the whole heating dependence, but the electric conductivity takes 
smaller values, and the infl ection point corresponds to 900 °C. 

Th us, the change in the electronic properties following the structural tran-
sition of the residual compounds under heating is caused by the changes in the 
sample geometry. With changing the sample sizes due to expanding in a limited 
volume, the properties change monotonically. Hysteresis of the temperature de-
pendences σ (T) and S (T) indicates the quasi-continuous microregions of the 
“phase” transformations in the heterogeneous system (residual compounds of 
graphite bisulfate) almost over the whole temperature range. Reduction in the 
conductivity and switching thermopower in the region of positive values indi-
cates that such conversion (intercalant losses, formation of new phases, etc.) 
leads to a decrease in the total concentration of charge carriers and growth of 
the relative concentration of positive carriers. 

2.2.3. Nanoscale elements of the EG structure 

Experimentally, we have determined [21] such characteristics of 
EG structure as the lattice parameter along the C–d002 axis and the content of 
turbostratic defects γ (defects due to azimuthal disorientation of the graphene 
layers, which leads to an increase in the interlayer distance from d002 (min) = 
= 0.335 nm to d002 (max) = 0.344 nm) defi ned as 

  γ = d
d d

002

002 002

0,335
(max) (min)




.         (2.10)

Fig. 2.5. Temperature dependence of the structural transition on the pressure of graphite 
bisulfate recorded at the conductivity jump 

Fig. 2.6. Temperature dependences of the electrical conductivity and thermopower of 
the residual compounds of graphite bisulfate for expansion in a limited volume under a 
pressure of 10 MPa: 1 — heating; 2 — cooling
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Th e coherent scattering domain size in the basal La plane along the C–Lc 
axis are listed in Table 2.12. As seen (Table 2.12), the structural characteristics 
depend on the method of intercalation and the treatment temperature. 

It should be noted that the concentration of turbostratic defects in the ox-
idized graphite (OG), i.e., graphite intercalated with sulfuric acid with further 
hydrolysis, is lower than in EG. Th e rapid heating of the oxidized graphite re-
sults in the crushing of crystallites in the basis plane (La decreases) and crystallite 
growth along the C axis. Besides, the eff ective sizes of these parameters are get-
ting close. However, these data do not provide complete information concerning 
the interpretation of the known properties of EG. Th us, the inability to obtain a 
rolled or extruded EG with a density greater than 2.0 g/cm3 (XRD density of the 
perfect hexagonal graphite is 2.24 g/cm3), the presence of high concentrations of 
turbostratic defects indicates the possible existence of a nanoporous structure, 
which is responsible in a certain way for the properties of EG and materials on its 
basis. Th erefore, the next step was to study the properties of the crystal structure 
of an exfoliated graphite in a view of possible nanoscale elements [64]. 

Samples of exfoliated graphite were made by the persulfate method [53, 55]. 
Powder samples possess a worm-like structure with a large surface area of 35—
70 m2/g, 1—5 mm long, with an average eff ective diameter of 0.3 mm (Fig. 2.7). 
A ribbon of exfoliated graphite was made by rolling its powder on a rolling mill. 

Th e centers of annihilation of hydrogen-type atoms of positronium (Ps) in 
as-prepared samples (powdered and rolled in the form of a ribbon) were studied 
by the method of positron annihilation [65] (angular correlation of annihilated 
photons (ACAP)). ACAP was recorded using a standard geometry with a long-
slit spectrometer and the 22Na radioactive isotope (about 1 mKu of activity) as 
a positron source. Th e half-width of the angular expansion of the spectrom-
eter, measured for a narrow component of the ACAP spectrum and connect-
ed with the own annihilation of the delocalized Ps in single-crystal quartz, is 

Table 2.12. Structural parameters of the natural graphite and its products

Sample Material d002, nm γ La, nm Lc, nm

1 Natural graphite 0.3354 0,008 110 40
2 Oxidized graphite 0,3355 0.15 65 10
3 EG, hydrolysis, *Ttr = 400 °C 0.3359 0.185 23 23
4 EG, hydrolysis, *Ttr = 800 °C 0.3360 0.19 21 22
5 EG, hydrolysis, *Ttr = 1000 °C 0.3356—0.3362 — — —
6 EG, without hydrolysis, 

*Ttr = 1800 °C, [63] 0.338—0.3343 — — —

* Ttr is the temperature of obtaining exfoliated graphite.
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σang = 0.39 mrad. It is used to determine the dispersion, σ2
Ps, and the momentum 

of Ps in the middle of nanopores [66]: 
    σ2

1 = σ2
Ps + σ2

ang.          (2.11)

where σ2
1 is the dispersion of the narrowest component of ACAP, which can be 

defi ned by its decomposition in three Gaussian:

   N (θ) = ΣAi exp (−θ2/2σi
2) .   (2.12)

Nanopore size has been defi ned in [66]:

   R = 1.66/σ1 – 0.166 nm.   (2.13)

Th e certain intensity of the positronium component (relative area of the 
narrow component in the ACAP spectrum) and the nanopore size for various 
states and orientations of exfoliated graphite are listed in Table 2.13. 

Th e results obtained indicate that all EG samples contain nanopores with 
an average size of about 0.7 nm. ACAP spectra for compacted samples of EG 
with diff erent orientations show that nanopores in pressed EG are anisotropic, 
ie, have an elongated shape with a long axis oriented perpendicular to the EG 
ribbon surface. Th e parameter of anisotropy (the length ratio of the long and 
short axes) is ~3. Th e same structure of anisotropic nanopores (the length ratio 

Fig. 2.7. SEM images of exfoliated graphite surface

Table 2.13. Intensity of the positronium component IPѕ and pore size (R) 
along diff erent directions in pressed samples and EG powder 

Orientation or state Pore size, nm IPs,%

Perpendicular to the surface > 4 0.6
In parallel surfaces 1.4 0.6
EG powder 0.7 0.6
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of the axes is 1.9) was observed by the method of positron annihilation in PEEK 
(polyaryl-ether-ether-ketone) polymers [67]. 

Th us, EG samples in the form of powder or ribbon contain isotropic ori-
ented nanopores, where the hydrogen-type atom of positronium (e+e–) is formed 
and makes a contribution to the narrow spectral component of ACAP spectrum 
at the annihilation. Th is feature of the positron annihilation is inherent only to 
the EG samples. Positronium was not observed in the other forms and modifi ca-
tions of carbon materials such as crystalline graphite, fullerites, or nanotubes. Th e 
capture of positrons by nanopores in EG can be explained by the polarization of 
atoms in the inner surface of nanopores due to broken symmetry, which leads to 
the expulsion of the electron density in the volume of nanopores and formation 
of a potential well for positrons. Th e smallest size of the nanopore (~0.7 nm) is 
suffi  cient for the formation and distribution of the hydrogen-type positronium 
atoms. Obviously, the change in nanopore size of s will occur in discrete steps, 
equal to the interlayer distance in graphite (0.335 nm). Th e hypothesis can be of-
fered on the basis of the data, according to which defects are formed with a certain 
structure similar to that of linear dislocations caused by excess of graphene lay-
ers, which is shown in Fig. 2.8. In the fi rst 
case, the length of the oriented nanopore, 
which is equal to 4 nm (Table 2.13), may 
correspond to the length of the linear defect 
or dislocation, and in the second case — to 
the width of the belt graphene layer, which 
is depicted in Fig. 2.9 [68]. 

Th e EG fl ake microstructure was 
studied using an EMB-100AK electron 
microscope in addition to the method 
of positron annihilation. Th e accelerat-

Fig. 2.8. TEM micrographs of the exfoliated graphite fl ake 

Fig. 2.9. Possible equilibrium struc-
ture of graphene layers [68]
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ing voltage of 100 kV was used, which provided a resolution up to 0.7 nm 
[69]. Th e microstructure pattern of the fl ake is presented in Fig. 2.8. Th e sepa-
rate fragments can be seen as folded formations of cylindrical shape. Sizes of 
nanostructured fragments that can be separated are in the range of a few to 
hundreds of nanometers. Quite a unique picture is shown in Fig. 2.8 a. Ex-
ceptionally good view of images makes it possible to talk about the existence 
of convolution of the graphene plane. Moreover, the outer diameter of the 
cross-section of the convolution can be estimated as ~2 nm for thin parts 
and ~20 nm for thick ones. 

Raman spectroscopy (RS) is widely used to determine the structure of carbon 
materials. Th is method makes it possible to identify and explore diff erent struc-
tural modifi cations of the carbon materials such as natural graphites of diff erent 
genesis, shungites, fullerites, nanotubes, thermolysis products of organometallic 
and organic compounds, synthetic and natural diamonds, etc. [70—74]. 

Th e results for EG microporous structure obtained with RS study (diam-
eter of cylindrical pores or slits ~2.6 nm) are in good agreement with the re-
sults of adsorption on EG [75, 76]. According to the results of experiments on 
the adsorption of CO2, the authors of [74] characterized the EG microstructure 
mainly as slit pores with dimensions of 0.77–0.92 nm. In Ref. [76], the analysis 
of results on low-temperature nitrogen adsorption has shown the presence of 
mesopores with the eff ective radii of 1.2; 2.0, and 22.5...25 nm. 

A more detailed description of the experiments and results on optical and 
in particular Raman spectroscopy of EG and its possible components can be 
found in Chapter 6. 

Th ese data are in good agreement with the results of low-temperature ni-
trogen adsorption-desorption on EG samples obtained by various methods [1], 
given in Table 2.14 and Fig. 2.10.

As follows from these data, the sizes and size distribution of pores are dif-
ferent, but their sizes lie in the range from below 1 nm to 100 nm.

Table 2.14. Characteristics of porosity of EG samples depending 
on technological parameters of their production

Sample SBET, 
m2/g RP, nm Snano,

m2/g
Smeso,
m2/g

Smacro,
m2/g

Vnano,
cm3/g

Vmeso,
cm3/g

Vmacro,
cm3/g

Vp,
cm3/g

1, (EG100) 32.3 3.0922E + 01 10.7 20.5 1.1 0.004 0.045 0.041 0.09
3, (EGexo, 
foil) 13.4 3.1600E + 01 1.1 11.1 1.2 — 0.039 0.041 0.08
6, (EG250) 51.0 2.8121E + 01 13.9 35.2 1.8 0.005 0.074 0.062 0.141

1, chemically oxidized with a coeffi  cient of expansion of 100 at 450 °C; 3, electrochemically 
(anodic) oxidized; 6, chemically oxidized with a coeffi  cient of expansion of 250 at 450 °C.
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Fig. 2.10. Porosity of EG samples

Based on the data obtained, we can propose a hypothesis according to 
which defects are formed in EG, the structure of which is similar to linear dislo-
cations and disclinations, or is caused by the bending of graphene layers of the 
type shown in Fig. 2.8.

In the fi rst case, the length of an oriented nanopore, which is equal to 4 nm 
(Table 2.14), may correspond to the length of a linear defect similar to the dis-
location and, in the second case, is equal to the width of graphene ribbon layer, 
which is shown in Fig. 2.9 [68].

In [68, 77], the authors examined the mechanism of carbon nanotubes 
formation based on minimizing the system energy. According to their calcu-
lations, the minimum energy is achieved in the structure shown in Fig. 2.9. If 
the folded structure in Fig. 2.9 is related to the thermodynamic equilibrium, 
it is suffi  cient to reliably assume the existence of such structures in the pro-
cess of thermal exfoliation of the intercalated (oxidized) graphite. Broken by 
a “steam explosion” of the intercalant, the graphene layers relax and form an 
equilibrium folded structure, which can lead to the formation of nanoscale 
voids and anomalous behavior of some properties of the EG. Such structures 
(the graphene plane bend) were observed in [78], where the structure of mul-
tiwall carbon nanotubes was studied using high-resolution transmission elec-
tron microscopy. 

Th us, from the analysis of the experimental data on positron annihila-
tion, transmission electron microscopy, and Raman scattering, it follows that 
there are nanoscale defects in the EG structure, such as cavities of extended 
structure. 



110

CHAPTER 2. Expanded graphite and solid materials based on it

2.2.4. Surface studies of the intercalated 
and exfoliated graphite

Th e chemical and electrochemical intercalation of graphite with 
sulfuric acid has been well studied [18, 19, 28, 29, 32, 36—42, 79, 80]. But there 
are a number of issues that are important both for understanding the nature of the 
processes and for the practical application of the compounds synthesized and the 
exfoliated graphite. In particular, the mechanism of processes occurring during 
an oxidative graphite intercalation with peroxide compounds such as hydrogen 
peroxide, ammonium peroxodisulfate, or peroxosulfuric acids is not clear so far. 

Usually, the classical scheme of intercalation, in which peroxides are elec-
tron acceptors and the anions and molecules of sulfuric acid are intercalants, is 
applied. However, in fact, the properties of compounds formed are absolutely 
diff erent from the classical graphite bisulfates. Very little attention has been 
paid to the mechanism of the processes occurring during the hydrolysis of in-
tercalation compounds or, generalizing, under the infl uence of the nucleophilic 
reagents. At the same time, the known patent graphite data [81, 82] certifi es that 
the treatment of graphite intercalated by the organic compounds (presumably 
serve as nucleophiles for the graphite intercalated) can markedly increase its ex-
pansibility under the thermal shock and decrease the temperature of expansion. 
It is important to improve the quality of products from the exfoliated graphite 
and to use the intercalated graphite in fi re-retardant bloat compositions. Th e 
process of the electrochemical graphite intercalation in aqueous solutions of the 
sulfuric acid (30—60%), where intercalation and hydrolysis occur simultane-
ously, still remains under investigation. At that, the quality of the fi nal products 
(EG and its products) depends essentially on the modes of intercalation and 
hydrolysis. Th erefore, these studies were carried out in order to determine the 
chemical reactions occurring during the oxidative intercalation of graphite with 
sulfuric acid and hydrolysis of GICs, as well as to consider the eff ect of these 
processes on the formation of surface chemistry of the GICs and EG. 

It is known that the crystalline graphite forms intercalation compounds 
containing the intercalary anions and the acid molecules during chemical 
or electrochemical oxidation in an acid medium. For example, the dark blue 
graphite bisulfate of stage I (C+

24 · HSO−
4 · 2,5H2SO4) is formed in the strong sul-

furic acid at a suffi  cient amount of the oxidant [18]. 
It is also known that GICs are unstable and gradually decompose in a wet 

medium. At that, a large part of the intercalant leaves the interlayer space of the 
graphite forming the graphite oxide, which is revealed on the XRD patterns as a 
low-intensity broad band. Analysis of the diff raction patterns of the hydrolyzed 
graphite revealed the presence of an intense broadened peak corresponding to 
the main (002) refl ection from the crystalline graphite. Th e weak peaks, which 
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can be attributed to the residual GICs, were observed as well in [83]. On the 
basis of these data, it can be concluded that the hydrolysis of graphite bisulfate 
leads to phase separation of the graphite and graphite oxide. It can be assumed 
that this process is as follows. A water molecule, due to its relatively high nu-
cleophilicity, cannot diff use deep into the interlayer space of graphite, but it is 
attached to the positively charged π-polycation of the graphene layer near the 
periphery of graphene layers. Th is creates a sigma-bond in carbon hydroxyl, 
and the released proton goes into the solution. One electron goes to an aromatic 
graphene layer reducing its charge, while the intercalated acid anion leaves the 
depth of interlayer space and diff uses into the solution. Schematically, the pro-
cess can be written as follows: 

  …………………………….…
  C–C=C–C=C–C+–C=C–C=C
  [H2SO4 HSO4

– H2SO4]   + H2O →
  C–C=C–C=C–C+–C=C–C=C
  [H2SO4 HSO4

– H2SO4]
  …………………………………...    (2.14)
  C–C=C–C=C–C=C–C=C–C–OH
  → C–C=C–C=C–C+–C=C–C=C + 3H2SO4 
  [H2SO4 HSO4

– H2SO4]    (solution)
  .………………………
Th us, the phase of covalent graphite compound, like graphite oxide, is 

formed at the periphery of graphite crystal, which is splitted into layers yet at 
the hydrolysis stage. Th ese layers can be opened then under the thermal shock 
to form a vermi-type structure of exfoliated graphite. Obviously, accumulation 
of the oxide-graphite phase at the periphery of graphite crystal causes arising 
the tensile mechanical stress, which, in excess of a certain thickness of the car-
bon layer packet, can result in the crystal cleavage.

Fig. 2.11. XPS spectrum of electrochemically oxidized graphite 
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Fig. 2.11 shows a typical XPS spectrum of intercalated graphite. Th e main peak 
with an energy of about 284.6 eV corresponds to the carbon in the graphite lattice. 

Fig. 2.12 shows typical XPS spectra obtained with a high resolution for samples 
of oxidized and exfoliated graphite. Results of XPS analysis of the C 1s and O 1s 

Fig. 2.12. XPS spectra of graphite: (a, b) electrochemically oxidized; (c, d) chemically 
oxidized (with ammonium persulfate); graphite oxidized and its exfoliated forms (e, f, g, 
h); (a, c, e, g) C 1s ; (b, d, f, h) O 1s
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peaks as the concentration distribution for diff erent types of functional groups, 
the total content of oxygen and carbon by the XPS data are listed in Table 2.15. 

XPS spectra and the results of their analysis for samples of SCN and KAU 
carbon sorbent are presented in Fig. 2.13 and Table 2.15. 

 Comparing the data given in Table 2.15 and Figs. 2.12 and 2.13, one can see 
that the electrochemically oxidized graphite samples are close by their charac-
teristics to the samples obtained by the persulfate method. Th is refers above all 
to the value of the total oxygen content and the content distribution of the oxy-
gen-containing groups. An increasing amount of electricity under the electro-
chemical oxidation leads to redistribution of the content of oxygen-containing 
groups in the direction of the C = O groups growth (samples 201.40 and 201.67). 
Electrochemical oxidation in the concentrated sulfuric acid reduces the relative 
contents of C=O groups and increases the content of the C—OH and C—O—C 
groups. Generally, the oxygen content on the surface of the exfoliated graphite 
obtained from electrochemically oxidized graphite is twice that on the surface 
of chemically oxidized graphite. Th e predominance of the relative content of the 
C—OH and C—O—C groups over the C=O groups is typical for EG obtained 
by chemical oxidation of graphite. 

Fig. 2.13. XPS spectra of carbon sorbents: SCN (a, b); KAU (c, d); C 1s (a, c); O 1s (b, d)
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SCN and KAU carbon sorbents diff er signifi cantly in the higher total con-
tent of oxygen.

It should also be noted that the SCN sorbent has occluded water or oxygen 
with the energy of 534.0 eV, close to the standard interval of (534.6—535.4) eV, 
and adsorbates associated with the energy of interaction of 536.3 eV. It is also 
observed for the electrochemically oxidized graphite (sample 201.40): adsor-
bates with the interaction energy of 537.9 eV and 536.7 eV with the relative 
oxygen contents of 42.6 and 20.0%, respectively. 

As noted above, the formation of the HSO4̄ active free radical type particles, 
which can form a sigma-bond with the carbon atoms of graphite is possible during 
the electrochemical oxidation of graphite, especially by the “semi-dry” method. On 
the other hand, the presence of strongly bound oxygen can confi rm the formation 
of the graphite oxide phase with higher binding energy during electrolysis.

2.2.5. Formation of solid materials 
from exfoliated graphite and their characteristics

Th e eff ect of internal and external factors. Th e main method of the 
formation of products from EG is pressing. Direct compression in a mold or roll-
ing mills (single- and double-sided) is the most common technique. As a molding 
material, the EG powder diff ers essentially from other powdered materials. Its par-
ticles have a complex structure, developed surface, a specifi c “worm-like” shape, 
great volatility, and propensity to self-sealing. Th e pressing of graphite without 
binders is accompanied by the formation of the two types of bonds, namely the 
Van der Waals bonds between the graphite planes and the chemical ones between 
the active sites available on the graphite planes and the crystallite faces [84]. Th e 
process of pressing the exfoliated graphite without a binder is related to the pres-
ence of thermal degradation products of GICs formed during heating [85]. Th ese 
products act as a plasticizer, which provides sliding of the EG layers and their 
crosslinking under compacting. At the same time, during the formation of the EG 
products, the content of paramagnetic centers in the briquette is reduced by about 
fi ve orders of magnitude. [84]. Th is can be explained by the fact that as a result of 
the thermal cracking of GICs, a large number of carbon radicals with free bonds 
aff ects the strength of the fi nal product. 

Th e formation of a dense material from EG takes place in several stages; 
the morphology and structure defects of EG particles aff ect the kinetics of the 
process of pressing: they change the dependence of density ρ on pressure P [86]. 
It is possible to obtain materials with a density of from 0.02 to 2.0 g/cm3 by the 
direct compression method. 

Th ermal compression of EG in a closed gas-permeable form is another prom-
ising technique [87]. In this case, fi rst, GIC is obtained by any of the known meth-



116

CHAPTER 2. Expanded graphite and solid materials based on it

ods, and then it is placed in a closed and gas-permeable form and heated. When 
heated, the powder of GIC swells, becoming the EG; this increases the pressure, 
and self-compacting of EG occurs in a closed form. Th e processes of compression 
and expansion occur almost simultaneously. Th is method can produce a highly 
porous graphite material with an apparent density from 0.05 to 0.40 g/cm3. Be-
sides, to obtain a material density of more than 0.2 g/cm3, GIC powder must fi rst 
be compacted in a mold. Achieving a density greater than 0.4 g/cm3 is compli-
cated by the need for a heat- and corrosion-resistant mold due to the graphite 
tendency to swell and penetrate through gas-exhausting holes. 

Sample formation by the single-action compacting method was carried out 
on the 2167P-50 apparatus [88]. To eliminate the eff ect of dynamic factors on 
the process of structure formation, pressing was performed with smooth load-
ing and unloading at a low rate (10 mm/min). According to the diagrams of 
the exfoliated graphite formation (Fig. 2.14), the process is complex; wherein a 
springback in the material aft er removal of the pressure plays a signifi cant role 
in the formation of the pressing structure (curve 2). Based on the fl owability and 
the fi nal density measurements, the dependence of the pressing density on the 
pressure in the compacting process (curve 1) is signifi cantly diff erent from that 
obtained aft er the removal of the load (curve 4). Th is is related to the change 
in the elastic compact dimensions aft er depressurization. Th e springback is a 
result of the elastic deformation of the mold and release of the elastic forces in 
the powder with a very strong infl uence on the elastic expansion factor of the 
crystallographic anisotropy of particles [84]. Stresses arising in the mold and 
punches when forming EG are small enough, so their elastic deformation may 

Fig. 2.14. Dependence of the apparent density of EG samples on the pressure during their 
compacting (1), unloading (2), and aft er the removal of pressure before (3) and aft er (4) 
sample compaction
Fig. 2.15. Coeffi  cient of compacting anisotropy vs the apparent density of the material
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be disregarded. At the same time, when forming EG materials with a high den-
sity, it approaches the graphite XRD density 2.24 g/cm3 [89] (Fig. 2.14, curve 1) 
solely under pressure and does not exceed 2.0 g/cm3 with relieving pressure. Th e 
forces of elastic interaction between the graphite planes caused by the presence 
of nanoscale defects make a signifi cant impact on the springback, and thermal 
degradation products of graphite bisulfate, which are placed on planes of EG 
particles play the role of a plasticizer in the process of compacting, becoming a 
kind of a damper between the graphite layers. All this leads to the fact that aft er 
pressure removal the material density can be decreased by 40—50%. 

Anisotropy coeffi  cient Ka of pressed EG samples was determined as the ra-
tio of the refl ection intensities of the (002) plane measured parallel and perpen-
dicular to the pressure direction. Th e nature of changes in this ratio, depending 
on the material density (Fig. 2.15) corresponds to the character of the ρ = f (P) 
dependence shown in Fig. 2.14. 

Th e process of compacting takes place in three stages: I — seal and par-
tial destruction of particles (to a density of 0.5 g/cm3); II — mutual move-
ment, crushing, and disintegration of particles and fragments (to a density of 
1.3 g/cm3); III — plastic deformation of particles throughout the fragmented 
volume [84, 86, 90]. In the fi rst stage, characterized by a linear change in density 
depending on the pressure, Ka is growing, which is obviously due to the defor-
mation of the contact surfaces of EG particles and partial orientation of their 
basic planes perpendicular to the pressing axis. In the second stage, the ρ = f (P) 
dependence is curvilinear, and the anisotropy coeffi  cient is almost unchanged, 
which can be explained by the crushing and mutual movement of already ori-
ented particles. As a result of this process, the anisotropy growth stops, porosity 
is reduced, and the initial contacts of particle boundaries are blurred. By the end 
of this stage, the surface layer structure acquires a uniform fi nely fragmented 
shape; besides, the visible boundaries between particles disappear. 

Th e rapid growth of the anisotropy coeffi  cient in the third stage (Fig. 2.15) 
is due to the formation of a layered structure with a preferred orientation of the 
graphene planes perpendicular to the external load direction. In this stage, the 
convergence of macrolayers of compression takes place along with their clos-
ing and mutual penetration, which may lead to the formation of microlens-like 
bundles due to the springback aft er pressure removal. 

2.2.6. Mechanical properties of EG solid materials 

As follows from the previous sections, EG is a complex hetero-
geneous system, the structural state of which is determined by the GIC synthe-
sis conditions. Its hydrolysis, heat treatment, and so on, to a large extent, deter-
mine the physical and mechanical properties of solid materials obtained from 
the EG. Here are some aspects of the analysis of the strength characteristics of 
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low-density EG materials at the key stages of their preparation: preliminary, 
intercalation stages, thermal treatment, and the molding step.

Tests were carried out on samples of 20 mm in diameter and in height, made 
of EG prepared from the natural graphite from the Zavale fi eld (Ukraine), brand 
GAK-2. Graphite powder was treated with concentrated sulfuric acid with the 
participation of ammonium persulfate. Aft er washing and drying, the resulting 
residual compounds of graphite bisulfate were heat-treated at 800 °C. Th us, the 
exfoliated graphite with a bulk density of 8 g/dm3 was obtained. Samples were 
prepared by a one-way compression in a cylindrical mold as well as by the ther-
mochemical compacting of the GIC powder in a closed cylindrical permeable 
steel mold at the same temperature. 

Compression testing was performed by a continuous deformation of the 
sample as well as by the method of repeated deformation aft er unloading with 
the further increased load to full destruction (materials of high density), or up 
to 20% of the sample deformation. Th e rate of deformation was 2 mm/min. 
Load direction coincided with the direction of compression. Th e value of com-
pression stress at 10% deformation of the contact (σ10) was used for comparison 
with the compression resistance characteristics.

Th e mesh-size distribution of the source graphite powder and GICs obtained 
in the standard oxidation conditions are shown in Table 2.16. More than half par-
ticles have sizes in the range of 100—200 μm. Intercalation results in an increase 

Table 2.16. Mesh size distribution, fraction parameters 
of GAK-2 source graphite and GIC powders obtained 

Fraction, 
μm

Weight content, % Bulk density, g/dm3 Weight loss of GIC aft er 
heat treatment, %GAK-2 GIC GAK-2 GIC EG

<100 27 9 446 189 22.5 15
100—200 57 51 469 214 7.0 20

>200 16 40 530 193 4.0 26
T o t a l 100 100 476 200 6.0 22

N o t e: mox/mgraph = 0.7; H2SO4 concentration 93%; treatment temperature 800 °C.

Table 2.17. Weight loss of GIC, bulk density of EG powder, 
density, and strength of EG samples of diff erent source graphite fractions 

Source graphite, 
μm

Weight loss of 
GIC,%

Bulk density of EG, 
g/dm3

Sample density, 
g/cm3 σ10, MPa

>100 13 26 0.6 1.10
100—200 19 6.5 0.6 1.35

>200 28 3.0 0.6 1.55
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of the average particle size. Bulk density of the graphite is reduced by more than 
twice. Subsequent heat treatment of each GIC fraction showed a decrease in the 
EG bulk density with increasing particle size. In addition, a greater weight loss 
was observed for larger particles or a higher content of the intercalant lost dur-
ing the exfoliation. Intercalation of individual fractions of the source graphite 
particles under the same conditions and subsequent thermal treatment indicated 
according to [36], similar to the above trend of growth and reduction of the EG 
bulk density with the particle size increasing (Table 2.17). Th e strength of the 
compacted EG samples obtained from diff erent factions increases as well with the 
size of the source graphite particles in the area investigated. 

As shown by the research results, the bulk density and thus the characteris-
tics of the pressed samples are dependent on the method of their chemical and 
thermal treatments.

Fig. 2.16 presents the results of the study of the dependence of the EG bulk 
density on the mentioned conditions of treatment of source graphite. With 
changing one of the process parameters during the experiment (the amount of 
oxidant (mox) or the concentration of sulfuric acid during intercalation, the heat 
treatment temperature (Ttr), and other parameters remained unchanged and 
corresponded to the standard conditions in accordance with [91]. 

As follows from Fig. 2.16, the EG bulk density (γ) monotonically decreases 
with the increasing amount of the oxidant or acid concentrations and the treat-
ment temperature of GIC. Th e EG bulk density is most sensitive to the sulfuric 
acid concentration: concentration decreases with the 10% increasing the bulk 
density by more than 10 times. 

Increasing the amount of oxidizer during intercalation or heat treatment 
leads to a practically identical decrease in the bulk density. Furthermore, the 

Fig. 2.16. Dependence of EG bulk density on: a — 1 — the oxidant-graphite ratio (content of 
H2SO4 = 93%, Ttr = 850 °C); 2 — the treatment temperature of GIC (content of H2SO4 = 93%, 
mox/mgr = 0.7); b — the content of H2SO4 (mox/mgr = 0.7, Ttr = 1000 °C)
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bulk density changes rapidly with the increasing amount of the oxidizer to 
about 0.7 kg per 1 kg of graphite. Th e further increase in the ratio mox/mgr does 
not aff ect signifi cantly the bulk density. Tables 2.18 and 2.19 summarize the 
results of tests on compression of the samples made of EG obtained at diff erent 
concentrations of sulfuric acid (Table 2.18) and the heat treatment temperatures 
(Table 2.19). With increasing the sulfuric acid content, the strength of samples 
increases monotonically. A maximum on the dependence of strength on the 
heat treatment temperature was observed at about 600 °C. 

Typically, the GIC processing temperature also signifi cantly aff ects the 
strength of samples (Table 2.19). 

Th is eff ect is apparently due to features of the thermal decomposition of 
intercalation compounds of graphite with sulfuric acid. Th e temperature de-
pendence of the mass-loss rate of GIC-H2SO4 has two peaks: the fi rst at about 
250 °C, the second in the range of 600—850 °C [92]. Th erefore, a signifi cant 
amount of degradation products of graphite bisulfate (sulfate sulfur and sul-
fur) are chemically bonded with the graphite carbon) remains on the surface 
of EG particles obtained at 300 and 400 °C [93]. Th e amount of residual sulfur 
compounds (the second peak on the thermogravimetric curve [92]) is signifi -
cantly reduced at temperatures above 800 °C, which obviously impairs the EG 
compressibility, respectively, the strength of the samples. In addition, the EG 
obtained at 600 °C is characterized by a high degree of heterogeneity of the 
structure of particles [86] and the deformation requires a considerable amount 
of energy in its restructuring. Th erefore, EG samples of low density (up to 
1.3 g/cm3) obtained at 600 °C have a higher deformation resistance [94]. 

Fig. 2.17 summarizes the dependences of the compressive strength on the 
bulk density of EG obtained under diff erent intercalation conditions and heat 

Table 2.18. Dependence of the compressive stress of samples up to 10% 
deformation (σ10) on the sulfuric acid concentration (mox/mg = 0.7; T = 1000 °C) *

H2SO4,% 85.3 86.4 88.7 93.64

 σ10, MPa 1.15 1.7 2.1 2.9

* Sample density 1.0 g/cm3.

Table 2.19. Dependence of the compressive stress of samples 
up to 10% deformation (σ10) on the GIC treatment temperature 
(mox/mg = 0.7; H2SO4 concentration 93%)*

T,°C 300 400 600 800 1000
        σ10, MPa 1.8 2.76 3.14 3.04 2.9

* Sample density 1.0 g/cm3.
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treatment. Samples used for analysis were obtained: at the standard oxidation 
conditions and heat treatment under varying temperatures; at variable concen-
trations of sulfuric acid with constant oxidizer content and temperature; stan-
dard oxidized samples are heated at increasing stepwise temperatures from 200 
to 600°C with exposure for 30 min every 100 °C, and samples obtained by mill-
ing particles of standard EG in distilled water. As seen in Fig. 2.17, the most 
signifi cant decrease in strength of the samples was observed with an increase in 
the bulk density by reducing the processing temperature (thermal shock) of GIC 
(curve 1) and reducing the sulfuric acid concentration in the process of graphite 
intercalation (curve 2). Despite the substantial EG bulk density increase (by 
5—8 times) due to gradually heating the GIC (curve 3) obtained under stan-
dard conditions, or by liquid-phase crushing of EG (curve 4), no signifi cant 
reduction of the compressive strength was observed. Consequently, the strength 
of the compressed EG depends not only on the degree of opening patterns (the 
specifi c surface area or bulk density) but also on the physical-chemical state of 
the surface of particles, which is determined by the properties of source graph-
ite and the conditions of its chemical and subsequent heat treatments. 

Certain infl uence on the mechanical properties of the EG samples belongs 
to peroxidation. In particular, intercalation with sulfuric acid in the presence of 
strong oxidants (KMnO4, K2Cr2O7, (NH4)2S2O8, SO3 et al.) aff ects the properties 

Fig. 2.17. Dependence of the compression stress of samples up to 10% strain (σ10) on the 
bulk density at: 1 — change in the treatment temperature (thermal shock) (concentration 
of H2SO4 = 93%, mox/mgr = 0.7); 2 — change in H2SO4 during intercalation (mox/mgr = 0.7; 
Ttr = 1000 °C); 3 — GIC sequential incremental heating from 200 to 600 °C; 4 — rarely 
phase grinding of EG (mox/ mgr = 0.7; H2SO4 concentration = 93%, Ttr = 800 °C). Apparent 
density of the pressed samples ρ = 1 g/cm3 
Fig. 2.18. Dependence of the bulk density (γ) (1) and tensile strength (σ) ( 2) on the mass 
ratio of oxidant to graphite for macid/mgr = 2, ρ = 0.9 g/cm3
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of materials produced. Th e authors of [95, 96] have shown that the phase com-
position of GIC depends on the redox potential of the oxidation mixture, which 
in turn depends on the concentration and amount of sulfuric acid in the oxi-
dizer mixture. It is alleged that the bulk density of EG obtained is a function of 
the GIC phase composition and is virtually independent of the oxidant nature. 
In [96], it was shown that the chemical oxidation of graphite in the presence of 
strong oxidants in the intercalated GIC layer includes peroxydisulfuric anions 
HS2O8

–. Hydrolytic deintercalation of such GIC can lead to the formation of the 
surface layer of graphite oxide in an amount of 6—10% by weight [97] and to an 
increase in the strength of fi nal materials. 

Th erefore, we have studied the eff ect of the content of the oxidizing agent in 
the graphite–(NH4)2S2O8—H2SO4 system and the content of sulfuric acid on the 
strength of the EG pressed (ceteris paribus). For tensile tests, samples were used 
in the form of a fi llet from a tape with a working part of 100 mm long, at least 
5 mm wide, and 0.3 mm thick. Th ey were formed by pressing a unilateral EG 
powder obtained at 800 °C to the density of 0.9 g/cm3. For compression testing, 
samples of 20 mm in diameter and high were prepared by thermal pressing at 
500 °C in a closed permeable mold to a density of 0.07 g/cm3. Fig. 2.18 shows the 
change in the bulk density of EG and the tensile strength (σB) depending on the 
amount of the oxidizing agent per mass of graphite with an unchanged content 
of sulfuric acid in the reaction mixture. Th e sharp decrease in the bulk density 
with the increasing amount of the oxidant is accompanied by a signifi cant in-
crease in the σB value, which is clearly associated with an increase in the EG spe-
cifi c surface area and consequently with the number of its active sites. Further 

Fig. 2.19. Dependence of the bulk density on the mass ratio of graphite to oxidant at a 
constant mass ratio of acid to graphite: 1 — macid/mgr = 2; 2 — macid/mgr = 4

Fig. 2.20. Dependence of the tensile strength on the mass ratio of graphite to oxidant at a 
constant mass ratio of acid to graphite: 1 — macid/mgr = 2; 2 — macid/mgr = 4
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increase in the strength at the stable 
bulk density is caused apparently by 
the increase in the free radicals on 
the EG surface. Th ey arise from the 
graphite inclusion followed by de-
composition of the peroxydisulfuric 
acid anions [97]. Further increase in 
the oxidant amount leads to a sharp 
drop in strength due to sticking of 
both GIC (drying process) and EG 
(heat treatment process) particles. 
Th e active centers thus recombine, 
resulting in deterioration of com-
pression and, consequently, the 
strength of the material. 

A similar picture was observed when changing the compressive strength of 
the GIC compacted thermally with an increasing amount of oxidant in the re-
action mixture (Figs. 2.19, 2.20). During the intercalation process, the graphite 
crystals swell considerably more than in the case of intercalation under stoichio-
metric conditions. Th is process is accompanied by a signifi cant decrease in the 
bulk density of the dried GIC (Fig. 2.19). Exfoliation of the graphite crystals is 
caused, obviously, not only by the interlayer switching intercalant but also by an 
intense release of oxygen between graphene layers as a result of the partial de-
composition of the intercalated peroxysulfate HS2O8

– ions. When the graphite-
acid mass ratio is 2 (Fig. 2.19, curve 1), the GIC bulk density starts increasing 
due to the agglomeration of particles during drying. Particles’ sticking is caused 
apparently by the formation of a signifi cant amount of graphite oxide particles 
on their surface in the course of GIC hydrolysis [97]. Th e character of changing 
in the compressive strength (Fig. 2.20) and the reasons for this change are the 
same as described above for the tensile strength. Th us, the strength becomes 
slightly higher with more acid in the reaction mixture (Fig. 2.20, curve 2) than 
in similar situations with less amount of the acid (Fig. 2.20, curve 1). 

Th e material density infl uences both the EG structure features and strength 
characteristics. Experimental studies showed that the loading mode (continu-
ous or repeated-with increasing static load) does not aff ect the stress at a given 
deformation. Fig. 2.21 presents data on the strength of uniaxial compression of 

Fig. 2.21. Dependences of the compres-
sion strength on the apparent density of 
EG samples obtained at temperatures: 1 — 
400; 2 — 600; 3 — 800, and 4 —  1000 °C 
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samples of diff erent EG powder densities obtained at diff erent treatment tem-
peratures of GIC. 

As seen, the test results are approximated by a piecewise-linear dependence, 
which has at least two specifi c regions. Th e heat treatment temperature changes 
the compression resistance of the samples. Th e analysis of the strain diagram 
allows for establishing the reasons for changing the compression resistance of 
the samples (Fig. 2.22). 

Th us, with the sample low density, regardless of the EG powder tempera-
ture, the deformation diagram of the samples is similar to that of cellular poly-
meric materials with a small initial linear region due to sealing “weak” elements 
of the structure, an elastic deformation region of the “framework” structures 
and a plastic deformation region (Fig. 2.22, a). 

Th is is because, as shown by the optical microscopy experiments [86], a high-
ly porous structure is formed during pressing EG samples of low density, having 
graphite layers with diff erent orientations. Th e axis of the hysteresis loop in the 
diagram of static reloading is placed inside the hysteresis loop, which indicates 
scattering in energy materials associated with a signifi cant restructuring during 
deformation. In the density range from about 0.8 to 1.3 g/cm3, the material struc-
ture has a dispersed character when the EG particles are already destroyed [90]. 
During a static loading of such a structure, the re-loading line starts getting posi-
tive curvature, repeating the form of the discharge curve, and the hysteresis loop 
axis starts running beyond it (Fig. 2.22, b). Th is indicates that most of the energy 
dissipated in the material due to deformation is formed during pressing, and to a 
lesser extent due to rearrangement of the structure itself. 

In EG samples with a density over 1.3 g/cm3, as shown by the optical mi-
croscopy, a layered structure with interlayer defect density is mainly formed. 
For a continuous or repeated-static uniaxial compression of such a structure, 
the deformation curve becomes S-shaped. Under static reloading, the hyster-
esis loop axis goes markedly beyond the hysteresis loop and the re-deformation 
curve repeats the form of the initial part of the curve (Fig. 2.22, c). Th is char-

Fig. 2.22. Deformation diagrams for the static reloading of EG samples with a density: 
a — 0.5; b — 1.3; c — 1.7 g/cm3
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acter of EG sample deformation is 
caused obviously by the eff ect asso-
ciated with the presence of the lay-
ered structure of the lens-like pores 
and microlayers. In the deformation 
of these structures, their elastic resis-
tance is implemented similar to the 
eff ect of lenticular spring with a con-
sequent loss of elastic stability, while 
the initial section of the deformation 
curve has a positive curvature. Th e 
collapse of microlayers and pores 
leads to the fact that the next stage 
of the stress and compression rise is 
linear up to the start of plastic defor-
mation in the material layers. Closing of microlayers does not mean their disap-
pearance, so the initial compression section of the diagram aft er removing and 
reloading is non-linear up to the sample destruction. 

Analysis of the deformation diagrams has shown that regardless of the tem-
perature of obtaining EG, the angle α of the hysteresis loop is diff erent from the 
angle of the tangent of the initial section α0, which refl ects the initial stiff ness 
of the structure “frame” (Fig. 2.22). Further, the rigidity of the “frame” can be 
evaluated by a slope (tgα) of the hysteresis loop, the nature of which changes 
during deformation and refl ects the ability of a material to cyclic hardening or 
soft ening. It was found that in the process of static compression, the value of tgα 
in samples uniquely depends on the temperature of obtaining EG (Fig. 2.23). 
Th us, for low-density samples, tgα tends to decrease with increasing deforma-
tion (line 1), and its value does not depend on the temperature of obtaining 
EG. Th e material is cyclically soft ening to the density approximately equal to 
0.8 g/cm3. Th e slope angle changes slightly with the strain increasing (lines 2—5) 
for the samples of 0.8—1.3 g/cm3 density. In this case, the materials are cyclically-
stable, but have diff erent “frame” stiff ness structures depending on the tempera-
ture of EG obtaining. At a density of 1.3 g/cm3, the value of tgα increases with 
the deformation (lines 6—9), cyclic soft ening of material takes place, and the EG 
samples obtained at 600 °C acquire a greater ability to cyclic hardening. 

Fig. 2.23. Dependences of the hysteresis 
loop slope on the total deformation of 
samples with density 0.5 (1), 0.9 (2—4), 
and 1.7 g/cm3 (5—9) of EG obtained at 
temperatures of 400 (I) 600 (II), 800 (III) 
and 1000 (IV) °C 
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Let us consider the eff ect of a structure forming method on the EG strength 
characteristics. Th e comparative XRD analysis of the natural graphite and EG 
samples obtained by free expansion and expansion of the residual compounds 
in a limited volume showed that the general view is similar to diff raction pat-
terns. However, a signifi cant diff erence was observed in the (002) profi les for 
these samples: the half-width was 18.5, 28.0, and 21.0 min, respectively. Physical 
broadening of XRD refl ection determines, as known, coherent scattering do-
main size and the microstrain value characterized by the structural state of the 
crystal (degree of disorder). Th us, the above values of half-width peaks indicate 
that a limited expansion causes EG structure disordering signifi cantly less in 
comparison with the material prepared by free expansion. 

Of course, these mold-related methods also aff ect mechanical characteristics. 
Th e test samples were prepared in two ways: one-way compression of the EG pow-
der into a cylindrical mold, and expansion in a limited volume (thermochemical 
compression) of residual compounds of the graphite bisulfate. Th e diameter and 
height of the tested samples of compression were 20 mm. Tests have been con-

Fig. 2.24. Dependences of the compression stress (a, b), the part of scattered strain en-
ergy (c), and the elastic coeffi  cient (d) on the compression strain of samples obtained by 
a unilateral compression of the EG powder (1) and by the expansion of the GIC-H2ЅO4 
residual compounds in a limited volume (2) 
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ducted on the 2167 P-50 device in a cyclic mode with a static load increasing value 
during the deformation at a rate of 2 mm/min and recording the stress-strain 
diagram. Th us, the load vector was parallel to the extrusion axis.

Th e eff ect of these structure diff erences on the mechanical properties of the 
materials was studied by the method of static reloading. To eliminate the eff ect 
of sample macrostructure features, in particular, their anisotropy, the samples 
had the same low density (~0.1 g/cm3) and were almost isotropic. Analysis of σc 
on ε dependences (Fig. 2.24) shows that the nature of deformation of the mate-
rial obtained by free extension of residual compounds is predominantly elastic. 

Th is is because of the formation of specifi c defects in crystal lattices of the 
graphite and honeycomb structure during expansion in the free volume due 
to the high structure disordering caused by bending deformation and fl at car-
bon layers [56], the particles acquire features of the elastic elements with high 
residual stresses. Th is specifi city is determined by the deformation process of 
the samples consisting of such particles (Fig. 2.24, a). In the initial stage aft er 
the compression deformation of the weak elements of the “frame” formed as a 
result of the springback under compacting, the process enters the stage of elastic 
deformation of the frame. Th ereaft er, the compression switches to elastic-plastic 
deformation of the structural elements. Th e dependence of the discharge re-load 
forms a wide hysteresis loop. In this case, the scattered energy of deformation As 
(the hysteresis loop area) is a signifi cant part of the total energy Atot spent on the 
deformation of the material (the area under the stress-strain curve). In the be-
ginning, the part of the scattered energy increases with increasing deformation 
(Fig. 2.24, c, curve 1), thus picking up internal stresses and structural defects. 
Upon reaching the critical level of internal stress, the structure elements stop 
working as elastic elements, and the processes of the local and total destruction 
of particles begin. As a result, the part of dissipated energy is signifi cantly re-
duced, and the deformation becomes predominantly plastic (Fig. 2.24, d, curve 
1). Upon expansion of the residual compounds into the limited volume, the 
process of formation of residual stresses associated with the disordered struc-
ture, obviously, is accompanied by their simultaneous relaxation due to the in-
teraction of particles at stacking in shape. As a result, the ductility of the sample 
structure elements increases and the strain-stress diagram changes substantially 
(Fig. 2.24, b). Elastic-plastic deformation begins almost immediately with the 
increase in the compressive stress, the part of the scattered energy of deforma-
tion is small (Fig. 2.24, c, curve 2). With increasing strain, it is decreased con-
tinuously, the deformation is mostly plastic (Fig. 2.24, d, curve 2). 

Th us, diff erences in the structural condition of particles of the graphite ob-
tained via expansion of residual compounds in both a free and limited volumes 
cause a change in the nature of compression resistance of materials made from 
these particles. 
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2.2.7. Application of the exfoliated graphite 

Th e residual intercalation compounds of the natural crystalline 
(fl ake) graphite of high purity from diff erent deposits, which exhibit the greatest 
eff ect of unidirectional thermal expansion, are successfully used for industrial 
application [2]. 

Th e most important property, which the natural graphite acquires turn-
ing on EG is the ability to form a solid material with no binder, by conven-
tional pressing or rolling. At the same time, it keeps all the inherent properties 
of natural graphite: the highest thermal stability in a non-oxidizing environ-
ment, chemical and radiation stability, biological inertness, high heat capacity, 
thermal and electrical conductivity, low coeffi  cient of thermal expansion, and 
high anti-friction properties. Th anks to such a complex of high characteristics 
of solid materials made of EG (foil, sheet, packing), they are used as a seal-
ing element (packing rings, gaskets), and for pipelines, valves, pumps, pressure 
vessels, and so on to work in conditions of high temperatures and pressures, 
[4, 98]. Using EG seals instead of traditional asbestos and asbestos-containing 
materials (paronite et al.) allows increasing the average turnaround cycle opera-
tion of pipeline valves by 2.5—8 times and centrifugal pumps by 5—13 times. 
Of course, in this case, the energy loss and heat transfer fl uids are reduced sig-
nifi cantly and drinking water withdraws from the use of carcinogenic asbestos-
containing materials. Th us, EG sealing is an integral part of energy-saving envi-
ronmentally friendly technologies. Th e world output of seals on the basis of EG 
in 2000 was from 20 to 25,000 tons per year and has been steadily expanded. 

Fig. 2.25 shows a simplifi ed scheme of manufacturing EG and its products for 
various purposes. Th e most widely used materials of EG are seals, as mentioned 
above. However, the oxidized graphite is used as a fl ame retardant fi ller material. 
Disperse EG is a heterophile sorbent that can be used as a highly eff ective sorbent of 
crude oil and petroleum products with a capacity of up to 80 g of oil per 1 g of EG, 
which is the highest value for oleophilic sorption materials, for example, [99—101]. 
It is also possible to apply both as a hemosorbent [102] and as the cathode of an elec-
trochemical reactor for water purifi cation from non-ferrous metal ions [103, 104]. 

Th e equipment for thermal expansion of the residual GIC and the line for 
rental EG powder obtained, of course, are tied in a common line. EG foil of 
thickness from 0.1 to 1.0 mm and sheets of 2 mm thickness with a density of 
1.0 g/cm3 are usually rolled. Th e packing rings, smooth and corrugated tape for 
sealing gland “in place” are made of such foil by cold pressing. Th e tape is used, 
above all, as a part of spiral-wound gaskets. In particular, reinforced cotton tape 
or fi berglass, and steel wire are used for spinning and weaving graphite pack-
ings. Th e fl ange gaskets are made from EG sheets, unreinforced and reinforced 
perforated steel by the notch or cutting-out treatment. 
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Fig. 2.25. A simplifi ed scheme of obtaining exfoliated graphite and its products for vari-
ous applications 

Sealing EG materials, as noted earlier, reproduce the whole complex of 
unique properties of graphite. Th e list of corrosive media for which an EG 
sealing may be used is given in List of media where it is possible to use EG 
seals. It should be noted that the EG products have unique characteristics of 
compressibility and recoverability, which are shown in Fig. 2.26. Th e physi-
cal and chemical characteristics of EG foil from diff erent manufacturers are 
shown in Table 2.20.
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List of media where it is possible to use EG seals
Gases and vapors Aromatic hydrocarbons
Water vapor (up to 550 °C) Chlorocarbons
Air, nitrogen (up to 400 °C) Aqueous salt solutions (brines)
Oxygen (up to 350 °C) Sulfates, Alums
Freons Chlorides
Fluorine (up to 150 °C except for fi berglass) Fluorides
Chlorine dry Nitrates
Chlorine wet (20 °C) Phosphates
Chlorine dioxide (up to 70 °C) Carbonates
Propane, natural gas Sulfi tes, thiosulfates 
Acetylene Alkalis, aqueous ammonia
Ammonia Chromates (up to 20%)
Carbon dioxide (up to 600 °C) Inorganic acids
Ethylene, propylene chlorine hydride
Formaldehyde Hydrofl uoric acid (up to 60% except fi berglass)
Hydrogen chloride Hydrobromic acid
Hydrogen fl uoride (except fi berglass) Anodizing solutions 
Hydrogen sulfi de Chromizing solutions 
Sulfur dioxide, dry Nickelizing solutions
Sulfur dioxide, dry Phosphorous (up to 85%)
Oil products Fluorosilicate (up to 5%)
Crude oil Sulfuric (up to 70%)
Asphalt, bitumen, tar Sour 70–93% (up to 100 ºC)
Creosote oil Sulfuric 93–96% (room)
Paraffi  n Nitric (up to 20%)
Gasoline, kerosene, diesel fuel Nitric higher 20% (room)
Gas oil, petroleum ether Chrome up to 10% (95 ºC)
Mineral and vegetable oils Oxidants
Solvents, Organic Compounds Bromine, bromine water (room
Alcohols, glycols Iodine (room)
Ethers, aldehydes, ketones Bleaching (room)
Amines, amino acids Hydrogen peroxide (up to 30%)
Acids Chlorates, hypochlorites (room)
Hydrocarbons

N o t e s: 1. Restrictions for the use of media for packings are listed just for the graph-
ite component. At high temperatures and in corrosive environments as packings binder 
loss, the seal assembly must be periodically tightened. 2. Not recommended for use in an 
environment of strong oxidizers such as concentrated nitric acid, oleum, chrome, and 
perchloric acids as well as molten salt oxidants. 
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Table 2.20. Th e characteristics of the EG foil from diff erent manufacturers 

Characteristics «Graphlex», Russia “Grafoil”, USA «Th ermographenit», 
Ukraine

Density, g/cm3  0.6—1.1  1.1  0.6—1.2

Application fi eld General Atomic General 
ind.

Atom. General Atomic

Carbon content,% 99.5 99.6 99.8 99.9 95.0 99.5 99.0; 99.5 99.85

Sulfur content,% <0.12 <0.01 <0.10 <0.01 0.1 0.07 ≤0.15; 
≤0.10

≤0.05

Chlorine ions, ppm <50 <30 <30 <20 100 700 <40 <20
Compressibility 
P = 35 MPa,%

35—40 40 45—20
 ρ = 1.2—1.5 g/cm3

Th ermal conduc-
tivity of sheet, 
W/m · K:

along 
across 

130—200
3—5

140
5

130—200
—

Tensile strength, 
MPa

3.5—7.0 4.4 6.9 5.0; ρ = 1.0 
g/cm3

6.0; ρ = 1.0 
g/cm3

Fig. 2.26. Dependence of compressibility (1, 3) and recoverability (2, 4) on the compressive 
stress (a): 1, 2 — EG paperboard by “TMSpetsmash” (Ukraine), junction without glue, thick-
ness of 3.4 mm, density of 0.87 g/cm3; 3, 4 — EG paperboard by “Unikhimtek” (Russia), glue 
junction, thickness of 3.05 mm, density of 1.0 g/cm3. Dependence of compressibility (1, 3) 
and recoverability (2, 4) on the compressive stress (b): 1, 2 — EG foil, thickness of 0.45 mm, 
density of 1.5 g/cm3; 3, 4 — EG foil, thickness of 0.6 mm, density of 1.2 g/cm3, the production 
of “TMSpetsmash” (Ukraine)
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2.3. The technological line for the 
production of rolled materials 

Th e most important property that the natural graphite acquires 
upon becoming an EG is the ability to form a solid material without any binder, by 
conventional pressing or rolling. But as a forming material, the EG powder, due to 
the complex “worm-like” structure of particles, which have a honeycomb surface 
with a specifi c surface area of 35—75 m2/g, is markedly diff erent from other materi-
als of very low bulk density. Th e fresh product from it can be manufactured with a 
density of 1.5—2.0 g/dm3, high volatility, and the possibility of self-sealing [34]. 

It is easy to verify that to obtain a rolled material, such as a sheet of 1 mm 
thickness and a density of 1 g/cm3, it is necessary to seal an EG layer having a 
density of 2.0 g/dm3and a height of 50 cm. Th at is, during rolling it is necessary 
to reduce the layer thickness by about 500 times. Th is problem is rather compli-
cated in the technical performance, the more that you must fi rst create an even 
thickness of the layer of 50—100 cm, fairly uniform in density. It appears that 
this problem can be simplifi ed by reducing the layer thickness via using EG with 
greater bulk density. However, as shown by our studies (Fig. 2.27 [105, 106]), 
the bulk density increase, regardless of the method of EG obtaining, signifi -
cantly reduces the tensile strength of the rolled material, which is undesirable. 

Th erefore, from the fi rst known patent [107] until the latest one [108], the 
problem of EG rolling into a solid material of a sheet form was solved with 
some variations as follows. Th e apparatus consists of the EG storage hopper and 
conveyor belt comprising two belt shaft s and made of suitable material (rubber, 
metal, etc.). Th e conveyor is also equipped with walls. Th e vibrating device is 
placed under the storage hopper, which provides the movement of the exfoliat-
ed graphite on the conveyor belt (in this case, the bulk density of EG increases). 
Th e rolls with adjustable gaps between them are arranged in pairs aft er the con-
veyor to compress the EG layer. Th e gap between the rolls provides the desired 
thickness and density of the compressed particles of EG. Th en we have two or 
more pairs of pressing rolls, which enable a gradually compressed layer to ac-
quire a graphite tape shape of uniform density and thickness. Between the pairs 
of pressing rolls, the apparatus for high-temperature treatment (annealing) of 
the graphite tape, for example, at 1000 °C is placed. It is proposed to use many 
pairs of pressing rolls to obtain a smooth tape. Oft en in the rolling line design, 
there is an additional tool for modifying the graphite tape with suitable materi-
als, such as paper having an adhesive rear surface to be pasted on the graphite 
foil. Th en the unit for winding the tape obtained on the reel is set. 

Horizontal placement of the conveyor belts does not allow obtaining an EG 
sheet of substantial thickness and reasonable size. Th is is due to the phenom-
enon of the so-called “critical capture angle for powder rolling”, which is the 
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Fig. 2.27. Dependence of the tensile strength 
on the bulk density of rolled EG samples ob-
tained by diff erent methods: 1 — raw GT-1-
graphite, 96% of carbon, chemical oxidation; 
2 — raw GSM-2 graphite, 99.5% of carbon, 
chemical oxidation; 3 — raw GSM-2 graphite, 
99.5% of carbon, electrochemical oxidation 

maximum angle between the horizon-
tal axis and the plane of the conveyor or 
tangential to the cylindrical surface of 
the roll at the point where the powder 
is still “captured” and compacted. It de-
pends on the properties of the powder 
such as bulk density, actual density, particle shape, coeffi  cient of friction, etc. If 
the corresponding angle in the mechanism is higher than this critical value, then 
there is a periodic ejection of powder and the material obtained has a density 
around the critical value corresponding to the critical capture angle. Th at is, an 
increase in the angle of inclination of the conveyor causes uneven capture of the 
EG powder, which disrupts the layer uniformity and worsens the quality of the 
product. A device for manufacturing products of great thickness is characterized 
by considerable dimensions and consumption. It is for this reason that the world’s 
largest manufacturers of EG products, e.g. enterprise in China, in its nomencla-
ture have rolled materials without an adhesive junction, with a thickness of only 
1 mm, preferably 0.6 mm. Th ey get thicker materials by gluing. In this case, the 
material properties are largely determined by the quality of glued junction.

Obviously, there are no analogs of our developments of EG rolled, and the 
problem of a heat-treating device have not been even considered yet. Its struc-
ture and role in the entire process of the EG formation are not considered either. 
All one need is rapid heating. Hence, the most popular way of the EG produc-
tion is via a thermal shock in the fl ame of a gas burner [5]. Th e gas-graphite 
mixture is placed in a device with burning gas jets, where the process of exfolia-
tion of the oxidized graphite takes place in a high-temperature gas fl ame; EG is 
removed from the top of the reactor [109]. Th at is, the burner is arranged verti-
cally, like in a conventional gas fl uidized bed or upstream. EG surface adsorbs 
the GIC degradation products which perform as plasticizers that provide sliding 
of EG layers and their crosslinking during pressing or rolling. Sulfur oxides, hy-
drogen sulfi de, and water are the raw materials to obtain EG from the residual 
graphite bisulfate compounds [18]. However, it should be appreciated that the 
seal of EG used in the equipment of nuclear power plants should have a purity 
level of 99.85% wt. of carbon. Given that chemically purifi ed natural graphite 
source has 99.9% wt. of carbon, impurities, i.e., sulfur compounds, should not 
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exceed 0.05% wt. Th us, there is a need to minimize the sorption process of GIC 
products. 

Considering the comments above mentioned, the authors have developed 
a technological scheme of a continuous rolling line for the highest possible pu-
rity and thickness of EG (Fig. 2.28) to obtain solid materials from EG by roll-
ing [110], which was implemented in the company TMSpetsmash Ltd in Kyiv, 
Ukraine. Th e use of a gas burner in a horizontal position was suggested. As a 
result of thermal shock, the oxidized graphite swells and turns into EG. In this 
case, it is removed from the volatile residues, e.g., SO3, steam, etc. As a result, 
there is a layering of the fl ow: the volatile components rise up with the OG and 
EG powder falls down. Th us, separation of the reaction products is provided 
even at the initial stage of EG production. 

Next, a mixture of EG and gaseous products enters chamber 6 (Fig. 2.28, a), 
dimensions of which are much greater than the diameter of tool 1. At this speed of 
EG particles decreases sharply, hot product gases move upward through pipe 7 and 
enter the recycling system (not shown). EG particles settle freely on the bottom of 
chamber 6. With reels 8 and 9 and wound restrictive tapes 10 and 11, the desired 
width between the limiting plates 12 and 13 is exhibited, which relates to conveyor 
belts 14 and 15. With these elements, we can regulate and maintain consistency of 
desired thickness for a layer of the EG, subjected to rolling. Th us, the fresh EG man-
ufactured without any infl uence, or keeping the surface state of the structure, enters 
the rolling mill, and then transporters 14 and 15. Plates 12 and limited vertical pillar 
13 of exfoliated graphite move downwards gradually compressing to the desired 
thickness by the conveyor belts 14 and 15, which have the desired curvature of the 
working surface due to the convex strip elements 16 and 17 of a curved shape [110]. 
By using roller conveyor 18, the compacted material (prepreg) is sent to the anneal-
ing furnace 19, where heat treatment and removal of residual volatiles take place. 
Aft er annealing, the prepreg of 0.2—0.3 g/cm3 density and of 1 to 25 mm thickness 
is compacted further by conveyor belts 20 and 21 to a density of 0.8—0.9 g/cm3 and 
fi nally calibrated between rolls 22 and 23. Depending on customer requirements 
and the desired product thickness, the rolled material obtained by a movable guil-
lotine device 24 may be cut into sheets of desired size (material thickness of more 
than 1 mm) or folded into a roll with drum 25.

Th e current production line at the company TMSpetsmash is about 18 m 
in length, and the products manufactured (foil in rolls, sheets) have a width 
of 1000 mm (fi nishing dimension) and virtually infi nite length. Th us, on an 
industrial scale, you can make the following products with thickness: foil 0.3—
1.0 mm; sheets 1.0—2.0 mm. 

Th e forming surface of the conveyor branches 14 and15 are curved so that 
their cross-section forms a curve that corresponds to the equation (Fig. 2.28, b) 
[110, 111]:
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    Y = a · Xb − h, (2.15)

where X and Y are the coordinates of surface points in the rectangular coor-
dinate systems; the OX axis bisects the angle between the tangents to the sym-
metrical shape of the surface of pipelines, directed opposite to their movement 
and measured from the center of the rolls; the axis Y is collinear with respect to 
the diameters of rolls, measured from the middle of the gap between the rolls 
(Fig. 2.28, b); h is the half gap between the rolls; a is a numerical coeffi  cient that 
depends on the type of powder and is not signifi cantly diff erent from 1. 

Limit values of the exponent degree b and its dependence on the trans-
porter parameters are selected from the values of the critical capture angle. Th e 
capture angle of the conveyor surface with a curved profi le is taken equal to 25°. 
On this basis (tg 25° ≈ 0.46) and in the approximation of h << Ymax, we obtain a 
criterion for the conveyor options:

    Ymax/Xmax b < 0.46,    (2.16)

where Ymax is the maximum Y coordinate, which corresponds to half the maxi-
mum distance between the forming surfaces, that is, half the maximum thick-
ness of the layer of powder compact; Xmax is the maximum X coordinate, which 
corresponds to the maximum height of the EG column determined by the posi-
tion of restrictor plates 12, 13 (Fig. 2.28) at the maximum distance between the 
forming surfaces; b > 1 for curvilinear relation. Th us, 1 < b < 0.46 Xmax/Ymax.

Restrictions on rolling speed and rolling thickness are also due to the pres-
ence of gases adsorbed by the EG surface and the need to remove them during 
the rolling process. It is experimentally established [55] that the EG compac-
tion process has several stages. Th e fi rst step is stacking EG particles and their 
deformation. Th at is, at this stage, the material is not continuous, has an open 
porosity, the sorbed gases are easily removed, and therefore it is possible to 
achieve high rates of compression. We can assume that this state is maintained 
to a density of 0.10—0.15 g/cm3. Th e circuit for horizontal rolling described in 
[108] and the restriction of 500 mm/min rate for the material with a density of 
0.5 g/cm3 and thickness of 0.5 mm were used. Th us, the rate of material con-
traction during the entire rolling process remains unchanged. At an angle of 
inclination of the upper conveyor of 10°, the speed is about 87 mm/min. When 
the material density is 0.07—0.10 g/cm3, the material compression rate may 
be much higher and gradually decreases to 87 mm/min. At that, the material 
density is approaching 0.5 g/cm3. Th is provides the possibility of increasing the 
rolling speed and productivity of the process. 

Suppose that during the conveyor operation, the belt is moving with a 
speed V. Th e surface of the forming conveyor branch is described by the relation 
Y = a · Xb − h. Th en the module of the compression rate (movement speed) be-
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tween the forming surfaces of the Y-axis direction by one branch as the deriva-
tive of the dependence on time corresponds to the expression: 

   Vy = V/(1+1/(ab)2 X2(b−1))0,5,   (2.17)

where V is the belt speed, b > 1, and taking into account the action of the two 
conveyors, the compression rate is doubled:

   Vy
ob. = 2V/(1+1/(ab)2 X2(b−1))0,5.   (2.18)

It follows from this relation that if X → 0, regardless of the conveyor belt 
speed, Vy → 0. Th at is, this design provides a seal of the powder during the op-
eration with high speeds at the beginning of the compression process, at low 
densities rolled, reducing the compression rate and increasing density of the 
material in the fi nal stage. 

Tables 2.22 and 2.23 show the data for devices and comparative perfor-
mance characteristics of the product that was obtained by the scheme in Fig. 
2.28 and with a horizontal conveyor as in [108].

Table 2.22 shows the sulfur content in the product of EG, which confi rms its 
reduction in EG samples obtained by using the circuit device of Fig. 2.28. Th us, 
the use of vertically arranged conveyors with a predetermined curvature sur-
face increases the production capacity of the line, compared with a horizontal 
conveyor circuit arrangement with decreasing the size and design of metal. Due 
to the curvature of the surface conveyors, the possibility of reducing the rate of 

Table 2.22. Comparative characteristics of rolled materials from EG

Th ickness 
of material 
rolled, mm

Tensile strength (σ) of the material 
rolled (MPa) obtained Productivity, kg/h

Horizontal scheme Scheme in Fig. 2.28 Horizontal scheme Scheme in Fig. 2.28

0.6 3.8 5.8  9 18
1.0 3.4 4.9 12 22
1.5 — 4.4 — 18
2.0 — 4.0 — 18

Table 2.23. Th e sulfur content in the EG product

Material rolled by
Mass fraction of total sulfur, %

Before annealing Aft er annealing at 600 ºC Aft er annealing at 800 ºC

 Horizontal scheme 0.22 0.16 0.12
 Scheme in Fig. 2.28 0.15 0.09 0.05
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loading at the rental with an increase in its density has been realized, that is, an 
increase in time for the diff usion of the sorbed gas near the output EG surface, 
which makes it possible to obtain the rolled sheets over 2 mm of thickness. Th e 
horizontal arrangement of the oven gas for EG production provides separation 
of the products of decomposition of the oxidized graphite and EG still at the 
initial stage of its production and results in a decrease in their sorption, which 
gives a high purity of the rolled material from the EG. Th e described device for 
rolling the powder of exfoliated graphite is relatively simple in structure, reliable 
in operation, and can be produced on standard equipment. 

2.4. Physicochemical characteristics 
of materials from expanded graphite 
obtained in different ways

Th e properties of materials and products made of compacted 
EG are determined by its characteristics, in particular, the chemical composi-
tion containing certain mineral inclusions (i.e. ash content) along with sulfur 
and its compounds introduced by oxidative intercalation with sulfuric acid and 
subsequent heat treatment. Typically, the strength characteristics of rolled ma-
terials from EG are also an important criterion for use in various industries.

2.4.1. Determination of total sulfur 
and sulfates in carbon materials

Methods of chemical analysis to determine the content of total 
sulfur and sulfates are described in [18, 112], the authors of which investigated 
the eff ect of heat treatment on the behavior of sulfur in EG. Residual sulfur in 
graphite was shown to exist as sorbed sulfuric acid and sulfur chemically bound 
to graphite. Th e existence of two types of sulfur in EG, which are characterized 
by diff erent binding energies, confi rmed the results of thermoprogrammed des-
orption with mass spectroscopic analysis of products in the gas phase. As seen 
in Fig. 2.29 [18], the thermodesorption spectrum of particles with the atomic 
mass 64, identifi ed as sulfur dioxide, has two maxima at 300 and 555 ºC.

Th e activations calculated by the method of reduced energy contents are 
equal to (117 ± 8) kJ/mol (maximum 1 in Fig. 2.29) and (273 ± 12) kJ/mol 
(maximum 2), respectively.

 Fig. 2.30 [18] shows the dependences of pH of the aqueous extract of EG 
(curve 1) and the sulfur content of chemically bound (2) and sulfate (3) on the 
treatment temperature. As seen, chemically bound sulfur is removed only at 
temperatures (550 ± 10) °C and above, i.e., at the temperature of the beginning 
of graphite oxidation, and almost completed (Fig. 2.31, curve II [18]). Th e bulk 
of sulfate sulfur is removed from the material at 400 ºC and it can be stated with 
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Fig. 2.29. Th ermodesorption spectrum 
of EG [18]
Fig. 2.30. Dependence of pH of aqueous extract of EG (1) and sulfur content of chemically 
bound (2) and sulfate (3) [18]

certainty that it is physically sorbed sulfuric acid.
Th e residual proportion of sulfate sulfur is obviously related to the metal 

sulfates that are mineral impurities in the form of oxides in the original natu-
ral graphite and reduced during oxidative intercalation with oxidants K2Cr2O7, 
KMnO4, CrO3, et al. (for example, chromium, Fig. 2.32) and do not decompose 
at given processing temperatures.

Usually, natural graphite contains impurities of slightly diff erent concentra-
tions for diff erent deposits (Tables 2.1, 2.2).

Aluminosilicates react only with hydrofl uoric acid, while oxides of iron, 
calcium, and magnesium in reactions with sulfuric acid form sulfates of these 
metals. If the initial content of metal oxides is 1000 ppm, then due to the in-
crease in the molecular weight of sulfates of iron, calcium, and magnesium, 
their content is approximately 300—600 ppm. In order to reduce the content 

Fig. 2.31. Auger spectra of EG: I — before heat treatment, II — aft er heat treatment [18]
Fig. 2.32. Auger spectra of EG aft er heat treatment [18]
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of sulfates (i.e. sulfur), it is necessary to take a purer source of natural graphite, 
rather 99.99% than 99.9% wt. of carbon

You can eliminate sulfur almost completely if you take another intercalant, 
for example, nitric acid instead of sulfuric acid. Th ere will be no sulfur, but metal 
nitrates will be formed, which can cause corrosion by the same mechanism as sul-
fates. In this case, it is necessary to control the nitrogen content and also to reduce 
the content of metal nitrates by choosing a cleaner source of natural graphite.

2.4.2. Method for determination of sulfur 
in graphite materials

To determine the proportion of sulfur in graphite or graphite 
materials, an Eschke mixture (2 parts of MgO and 1part Na2CO3). 1 g of the 
graphite material is mixed with 3 g of the Eschke mixture, then 2 g of the mix-
ture is mixed on top and burned together at 850 °C, upon gradually raising the 
temperature from room temperature [112].

    S0 → SO4
–2.   (2.19)

As a result, magnesium and sodium sulfates are formed, which are washed 
away by hot water. To the resulting solution, a 10% barium chloride solution is 
added to the precipitate barium sulfate:

   BaCl2 + SO4
–2 → BaSO4 + 2Cl–.  (2.20)

Aft er fi ltering the precipitate, the fi lter is burned in a crucible. Th e calcula-
tion of the sulfur content by weight is carried out according to the formula:

   Ms = (m1 – m2) × 0.1374 × 100/m,  (2.21)

where m1 is the mass of barium sulfate obtained from the analysis of graphite 
(weight of the burned fi lter); m2 is the mass of barium sulfate obtained from the 
control experiment (weight of the fi lter during the analysis without graphite); 
0.1374 is the conversion factor for barium sulfate to sulfur; m is the weight of 
the sample (graphite).

Th e method for the determination of sulfate sulfur in a sample of graphite 
material. To determine the sulfur content in graphite or graphite materials, a 
weighted sample of the material is boiled in dilute hydrochloric acid [112].

Th e sulfates are converted into a solution, then they are precipitated with a 
solution of barium chloride according to the above formula, and the precipitate 
obtained is fi ltered off . Th e fi lter is burned to constant weight at 850 °C. Th e 
sulfate content in the graphite material is calculated by the formula (2.21).

Th e obtained data are given in Table 2.24 [113].
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Analysis of Table 2.24 data shows the following: laboratory gas horizontal 
furnaces and electric vertical open furnaces equally effi  ciently separate the volatile 
products and the formed EG. Th e values of total sulfur have insignifi cant devia-
tions in one direction or another (samples 1—3, 7—8), both for anode-oxidized 
graphite and chemically oxidized. In general, the content of total sulfur in the EG 
obtained from anode-oxidized graphite in dilute sulfuric acid is 0.10—0.17% wt., 
which is lower compared to the EG obtained from chemically oxidized graphite 
0.25—0.28% wt. without additional heat treatment (samples 1—6, 7—8).

Short-term heat treatment within (600—800) °C signifi cantly reduces the 
content of both total and sulfate sulfur (samples 7—8, 12, 10). Th e eff ect of ash 
content on the total sulfur content cannot be detected from the data obtained.

Summarizing the above, we can draw the following conclusions.
1. A basic scheme of anodic oxidation of graphite has been developed. It 

solves the problems of fi ltering the formed gases, ensuring eff ective electrical 
contact of dispersed graphite particles, optimizing the amount of intercalant 
(H2SO4), and compensating for the increase in the volume of graphite particles 
in the formation of inclusion compounds.

2. A reactor of continuous action for electrochemical oxidation of production 
capacity of 10—50 kg/h has been created. Operating modes that provide stable qual-
ity of oxidized graphite needed to obtain functional products have been defi ned.

It has been shown that the mechanism of obtaining EG under heating con-
ditions in the mode of thermo-shock of hydrolyzed intercalated graphite com-
pounds [GIC-H2SO4] to high temperatures (1000 °C) is structured converting by 
type of exfoliation. Residual fragments [GIC-H2SO4] at all stages of thermolysis 
are heterogeneous structures comprising graphite crystals and region due to the 
distribution of intercalant residues of diff erent disperse. Th e structure of the ini-
tial [GIC-H2SO4], conditions of hydrolysis, and the processing temperature deter-
mine the qualitative composition and the ratio of phase formations, as well as the 
nature of the EG surface, typical for dispersed oxidized carbon materials.

3.  From the analysis of Raman spectra, electron-positron annihilation data, 
nitrogen adsorption isotherms, transmission electron microscopy images, and 
certain elastic-plastic characteristics for compression deformation of dense 
materials with EG, defects were found that prove that natural graphite in an 
expanded state is a nanosized cluster-assembled system characterized by long 
cylindrical, conical, and slit-like defects with average cross-section diameters 
(0.7—20) nm, caused by folding and bending of several layers of graphene. 

5. Th e strength of extruded samples from EG increases with increasing 
particle size and amount of oxidant relative to the mass of graphite within cer-
tain limits. EG under pressure is formed into a solid material with a nonlinear 
change in density through three stages: I, a linear change in density (limit con-
dition for density up to 0.5 g/cm3); II, a nonlinear density dependence (with 
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almost constant texture up to 1.3 g/cm3); III, plastic deformation of the sam-
ples with the formation of a layered structure, which is dominated by graphene 
planes, oriented perpendicular to the action of external load. Th is allows solv-
ing the problem of compaction of thick up to 100 cm and wide with an area 
of ~100×100 cm2 layers of EG with bulk density from 1.5 g/dm3 to 2.5 g/dm3 
using vertical conveyors with a given curvature of the surface.

At the same time, with the increasing density of EG, the rate of loading de-
creases, and the diff usion exit of the gases sorbed by the EG surface simplifi es. It 
is possible to obtain rolled sheets with a thickness of ≥ 2 mm and to increase the 
production capacity of the line; herein the dimensions and metal consumption 
of the design decrease. To separate volatile emissions and EG, even at the initial 
stage of production, a horizontal gas furnace was created for its production, 
which guarantees the high purity of manufactured rolled materials obtained on 
the basis of EG.
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С
H

A
P

TE
R INFLUENCE OF TECHNOLOGICAL 

PARAMETERS OF THE SYNTHESIS 
PROCESS ON THE CHARACTERISTICS 
OF CARBON NANOTUBES33
Th e synthesis of carbon nanotubes is usually carried out using 
catalysts. Th e catalyst initiates the chemical conversion of the 
substance used as a carbon source for the growth of CNT and 
directs this conversion to obtain an ordered carbon structure. Of-
ten it is the catalyst that determines which carbon structure can 
be obtained: nanotubes, nanofi bers, amorphous carbon, or other 
forms of it. Th e processes of conversion of carbon compounds 
with the release of carbon have long been known. However, only 
in recent years, such eff ective catalysts have been found that allow 
one to obtain via these processes new nanostructured forms of 
carbon such as nanotubes and nanofi bers [1—19].

An eff ective catalyst for the synthesis of CNTs should provide:
high mass yield of CNT (not less than 10 mass of CNT • 

per 1 mass of catalyst);
high activity for a long time without deteriorating the • 

quality of CNTs obtained;
high growth rate of CNTs and selectivity of structure for-• 

mation in a given range of technological modes;
low sensitivity to changes in technological modes of CNT • 

synthesis, such as temperature, the composition of the reaction 
gas mixture, gas supply rate, to-bags in the applied gases, the 
amount of catalyst in the reactor, the mode of mixing the reac-
tion mixture components;

required structural indicators of CNTs: number of gra-• 
phene layers, internal and external diameters, length, unifor-
mity of diameter along the length, structure defects, the content 
of inorganic impurities, inclusions and other structural forms 
of carbon, aggregation of CNTs;

obtaining a product in a form suitable for unloading from • 
the reactor and subsequent processing (in the form of a light 
powder);

manufacturability of purifi cation of the product from • 
catalyst residues;
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the absence of components harmful to human health or the environment;• 
manufacturability of the synthesis process, availability of starting materi-• 

als, absence of hazardous waste, low cost;
easy preparation for loading into the reactor for the synthesis of carbon • 

nanotubes;
the possibility of its loading into the reactor by technologically conve-• 

nient methods;
suitability for long-term storage without loss of activity.• 

3.1. Synthesis of three-component 
systems-catalysts for the growth 
of carbon nanotubes

From the data published and obtained in our experiments, it fol-
lows that the optimal composition of Fe2O3/NiO—MoO3—Al2O3 catalysts has 
the following atomic ratio Al : Fe/Ni : Mo = (1—3) : 1 : (0.04—0.21) [20, 21]. 
For co-coated catalysts, the change in molybdenum content within the speci-
fi ed limits has little eff ect on the properties of the target product, i.e. CNT, 
provided that the catalytic activity and selectivity of the catalyst for CNT are 
high enough. In another case, an excess of molybdenum changes the direction 
of the process towards the formation of polynuclear aromatic hydrocarbons 
from ethylene or propylene.

Th e function of molybdenum is, fi rst, to create surface acid centers that 
activate molecules of saturated or unsaturated hydrocarbons by protonation 
with the Brønsted acid centers or the donor-acceptor interaction of the double 
carbon-carbon bond with the Lewis acid centers.

Secondly, the participation of lower valence molybdenum oxides (which can 
be formed in the reducing atmosphere of the CNT synthesis reactor) in the el-
ementary stages of dehydrogenation of hydrocarbon molecules is not excluded, as 
is known for lower tungsten oxides [22]. Th us, molybdenum-containing centers, 
from this point of view [20, 23, 24], are involved in the chemisorption and dehy-
drogenation of hydrocarbons, and possibly lead to the formation of polynuclear 
compounds. When a cluster of metallic iron (or nonstoichiometric iron oxide 
with a low degree of oxidation) is arranged in a row, the formed intermediate car-
bon compounds are then fi nally dehydrated; the formed carbon dissolves in iron 
and then crystallizes, giving rise to the nanotube. As the iron content decreases, as 
expected, the diameter of the obtained CNTs decreases, and their specifi c surface 
area increases. However, at the ratio Al : Fe > 3, the yield of CNT decreases sharp-
ly, and the process in most cases is directed towards the formation of aromatic hy-
drocarbons. Th is is consistent with the known data that under certain conditions, 
the catalytic system MoO3—Al2O3 causes the aromatization of non-aromatic hy-
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drocarbons. However, as experiments with the same composition have shown, 
the properties of these catalysts depend on the method of their synthesis.

Th e authors [1, 2] have determined optimal methods for the synthesis of 
Fe2O3—MoO3—Al2O3 catalysts. Th ey include aerosol (formate) catalyst produc-
tion technology, which allows the synthesis of CNTs with a high specifi c surface 
area (340 m2/g) and a small number of defects in the graphene surface as well 
as co-precipitation using ferrous compounds [1], which makes it possible to 
obtain CNTs, that are sensitive to the mode of catalyst synthesis and have a 
high specifi c surface area. Modifi cation of the co-precipitation method via the 
formation of magnetite nanoparticles allows for obtaining inhomogeneous in 
diameter CNTs, the specifi c surface area of which is about 240 m2/g [1, 2]. Th e 
method of co-precipitation with slow hydrolysis using urea has has been proved to 
be the most convenient for the synthesis of high-quality nanotubes, while the 
aerosol method allows obtaining thin CNTs [21, 25].

3.1.1. Synthesis of three-component 
systems-catalysts for the growth of carbon 
nanotubes by co-precipitation method

Synthesis of catalysts by co-precipitation is characterized by 
long-term preparation, which proceeds in several stages, deposition of metal 
hydroxides from solution, and the absence of hazardous waste. 

Synthesis of iron-containing catalysts of composition Al2FeMo0.21. Th ere is a 
method of obtaining catalysts for gas-phase precipitation of CNT, which con-
sists in the co-precipitation of ferric iron hydroxide with aluminum and/or 
magnesium hydroxides in the presence of ammonium molybdate and salts of 
carboxylic acids (formic, acetic, propionic, butyric) [11]. Th e precipitation of 
hydroxides was performed by adding to the solution of salts of these metals a 
precipitating reagent having the ability to increase the pH (solutions of ammo-
nia and ammonium bicarbonate). Th e precipitate was washed with water, dried, 
ground, and added to the CNT synthesis reactor heated to 680 °C. Ethylene 
mixed with hydrogen was used as a carbon source.

According to the method of obtaining catalysts for gas-phase precipitation 
of CNTs described in [18], a solution containing magnesium acetate, acetates 
or nitrates of catalytically active metals (iron, cobalt, nickel), and citric acid is 
prepared. When boiled, this solution turns into a homogeneous gel. Th e gel is 
dried at 200 °C and calcined for 5 h at 700 °C. Th e compounds of metals with 
carboxylic acids decompose to form mixed metal oxides.

To obtain a catalyst for the growth of CNTs by co-precipitation via slow hy-
drolysis, the atomic ratio of metals Al: Fe: Mo = 2 : 1 : 0.21 was used (hereinaft er 
the ratio of components in the synthesis of this and other catalysts is denoted 
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by a conventional formula refl ecting the atomic ratio of metals without taking 
into account oxygen and hydroxyl groups, in this case by Al2FeMo0.21). For this 
purpose, aluminum was introduced in the form of basic aluminum nitrate, and 
iron in the form of ferric chloride. Th e pH was carried out due to ammonia 
released during the hydrolysis of urea.

Th e method for preparation of stock solutions for the production of iron- and 
nickel-containing catalysts by co-precipitation in examples 

Example 1. A catalyst was obtained at a ratio of components Al : Fe : Mo = 
= 2 : 1 : 0.21 (Al2FeMo0.21). Th e following solutions were prepared for this purpose:

Al(NO3)3 · 9H2O. 225 g (0.6 mol.) of aluminum nitrate was dissolved in 
214 ml of water in a 1—1.5 l conical fl ask. To obtain the basic aluminum nitrate 
(via constant stirring with a mechanical or magnetic stirrer) with a molar ratio 
of OH– : (Al3+) = 1:5, ammonia was injected. To do this, 500 ml of aqueous am-
monia solution (concentration 4 mol/l) was added in portions of 50 ml, and 
each subsequent portion of ammonia was introduced aft er complete dissolution 
of the intermediate precipitate formed from the previous portion. Aft er the ad-
dition of the entire ammonia solution, the stirring of the basic aluminum salt 
lasted 30 min, and then defended for 1 h.

FeCl3 · 6H2O. 81.15 g (0.3 mol) of ferric chloride was dissolved in 470 ml of 
water in a 1—1.5 l beaker or fl ask.

(NH4)6Mo7O24 · 4H2O. 78 g (0.063 mol) of ammonium molybdate was dis-
solved in 1356 ml of water at room temperature in a 2 l beaker or fl ask with 
constant stirring with a magnetic or mechanical stirrer.

(NH2)2CO. 180 g (3 mol) urea was added to a 1L beaker and dissolved in 
669 ml of water.

Th en the solution of ferric chloride was poured into a six-liter three-
necked glass round bottom reactor equipped with a mechanical stirrer, and 
the solution of basic aluminum nitrate and then ammonium molybdate was 
introduced with constant stirring. Adding ammonium molybdate led to the 
formation of a suspension of dark orange colour. Aft er that, the solution of 
urea was added. Residues of reagents on the dish were washed off  with dis-
tilled water. Th en the reactor was placed on an electric stove. As a support, 
a circle of thick plate made of low density expanded graphite, pressed along 
the reactor bottom radius for better heat transfer, was used. Th e reactor was 
thermally insulated with basalt felt and brought to (98—100) ºC with continu-
ous stirring for 2 h, during which, carbon dioxide was released. Stirring was 
not stopped for another 3.5 h, and water was added instead of evaporated to 
maintain a constant volume. At the end of this period, a faint odor of ammo-
nia appears (moistened indicator paper is blue). A red-brown suspension was 
formed with pH = 7. Th e reactor was switched off  at 15 min before stopping 
the stirrer and removing the insulation to avoid overheating the bottom layer 
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and boiling the suspension. Th e fl ask was kept cold. On the following day, 
the precipitate was fi ltered off  and washed with 1% ammonium bicarbonate 
solution until almost complete disappearance of chloride ions (test with silver 
nitrate).

Example 2. Th e ratio of the obtained catalyst components was to be Al : Ni : Mo =
= 2 : 1 : 0.21 (Al2NiMo0.21). To reach that, the following solutions were prepared:

Al(NO3)3 · 9H2O. 75 g (0.2 mol) of aluminum nitrate was put into a conical 
fl ask with a capacity of 1 l and dissolved in 150 ml of water. Ammonia was taken 
to obtain basic aluminum nitrate with a molar ratio of OH– : (Al3+) = 1 : 5. Under 
constant stirring with a magnetic or mechanical stirrer, 75 ml of aqueous am-
monia solution (concentration 4 mol/l) was injected in portions of 10 ml. Th en 
the process went on as in example 1.

NiCl2 · 6H2O. 23.8 g (0.1 mol) of nickel chloride is dissolved in 50 ml of 
water in a fl ask of 150—250 ml.

(NH4)6Mo7O24 · 4H2O. In a liter beaker or fl ask, with constant stirring for 
1 h with a magnetic or mechanical stirrer, 24.72 g (0.02 mol) of ammonium 
molybdate was dissolved in 400 ml of water.

(NH2)2CO. 36 g (0.6 mol) of urea was added to a 250 ml beaker and dis-
solved in 100 ml of water.

As in example 1, a six-liter three-necked glass round bottom reactor 
equipped with a mechanical stirrer was used, a solution of nickel chloride was 
poured into it, and a solution of basic aluminum nitrate and ammonium mo-
lybdate was introduced with constant stirring. Aft er that, a solution of urea 
was added. Th e total volume of the solution was adjusted to two liters with 
water, then heated to refl ux on an electric stove and boiled until complete 
precipitation of hydroxides, which took 3.5 h. Th e resulting lime-colored sus-
pension was kept at room temperature. In order to purify the suspension from 
chloride ions, 2 l of 1% ammonium bicarbonate solution was added. Check 
of the absence of such ions in the washing liquid was performed by break-
down with silver nitrate. Th e washed suspension was again allowed to settle 
to precipitate the precipitate. Th e liquid was decanted and the precipitate was 
subjected to heat treatment and grinding.

3.1.2. Synthesis of three-component systems-catalysts
 for the growth of carbon nanotubes by aerosol method

In order to improve the process of obtaining catalysts for CNT 
growth, increase productivity, as well as eliminate environmentally harmful 
waste, an aerosol method was proposed, which does not use co-precipitation 
of metal hydroxides from solution [21]. Instead, mixed metal oxides are ob-
tained by thermal decomposition of a mixture of their salts of organic ac-
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ids (preferably formic). Th is 
method of catalyst synthesis can 
be implemented in continuous 
technology.

To obtain a catalyst for the 
gro wth of CNT by the aerosol 
me thod with an atomic ratio of 
me tals Al : Fe : Mo = 2 : 1 : 0.21, 
(Al2FeMo0.21), a source aqueous so-
lu ti on containing aluminum for-
ma tes ((HCOO)3Al · 3H2O), am mo-
ni um moly bdate ((NH4)6Mo7O24 ×  

×  4H2O), and iron cit ra te (C6H11FeO1) was sprayed into a thro ugh ver tical fur-
nace (Fig. 3.1).At the furnace temperature 600—800 °C, the processes of wa-
ter evaporation and thermal decomposition of metal salts of organic acids 
to metal oxides occur quickly and such a procedure gives an opportunity to 
obtain 1—3 μm catalyst particles. Stages of washing, fi ltering, drying, heat 
treatment and grinding of the fi nished product in the ball mill lose their value 
and therefore the catalysts are ready for participation in the synthesis of CNT. 
Th e resulting catalyst is Al2FeMo0.21.

3.1.3. Pyrogenic method for obtaining 
three-component oxide systems-catalysts for the 
synthesis of carbon nanotubes

Fast heating technology (in the thermoshock mode) aqueous so-
lution of metal salts is based on the use of hydrocarbon liquid or gas-like fuels. 
Th e resulting high-temperature coolant creates a shock load on an aqueous so-
lution of metal salts. Th e nature of combustion of carbohydrate fuels allows for 
broad limits to regulate the temperature of combustion products and provides 
an opportunity to organize the process of thermal cleavage and evaporation in 
an optimal way.

A functional scheme of the developed installation is shown in Fig. 3.2. It 
has the following basic functional blocks:

Fig. 3.1. Installation for aerosol synthe-
sis of catalysts: a — scheme: 1—3 — 
containers with saline solutions; 4 — 
mixer; 5 —  electrical furnace; 6 — 
electrostatic precipitator; 7 — capacity; 
8 — water vapor; b — current layout
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• water supply unit for metal salts;
• fuel gas supply system (mixture of propane-butane);
• supply of compressed air;
• fi ltration block and accumulation of dispersed oxide.
Th e pilot installation of high-temperature hydrolysis was developed, in 

which a gas fuel was used as a mixture of propane (50% wt.) + butane (50% wt.). 
Th e mixture has a comparatively low saturation pressure and high-calorie (about 
105 MJ/m3) heat of the gas combustion.

3.2. Phase composition and structural 
characteristics of the catalyst
3.2.1. Iron-containing catalysts

Fig. 3.3 shows the results of XRD analysis of catalysts obtained 
by various methods and under diff erent conditions. As seen, the XRD patterns 
are weak enough and extended.

Sample 1, obtained by pyrolysis of metal formates by aerosol method, is XRD-
amorphic, while sample 4, obtained via co-precipitation, shows very expanded 
weakly pronounced XRD refl exes, that is, the system state is tense, and crystallites 
are small. For samples 2 and 3, obtained via co-precipitation with oxidation of 
bivalent iron with air oxygen in the conditions of formation of magnetite, XRD 
spectrum is suffi  ciently expressed, which allows determining its phase composi-
tion. In Table 3.1, the experimental and estimated values of interplanar distances 
are given. It can be argued that the crystalline Fe3O4 phase of is formed, whereas 
aluminium and molybdenum oxides are removed in the XRD-amorphous state.

Fig. 3.2. Block scheme of installation for high-temperature hydrolysis with a propane-
bu tane burner
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Fig. 3.3. XRD patterns of catalyst samples obtained under diff erent conditions: 1 — pyrolysis 
of metal formates by aerosol method; 2, 4 — co-precipitation; 3 — co-precipitation with oxi-
dation of bivalent iron hydroxide with air oxygen in the condition of magnetite formation 

Th e catalyst composition, amount of ethylene, the content of the mineral 
residue of non-purifi ed and purifi ed CNTs, as well as the specifi c surface area 
(Ss) of the samples of purifi ed CNTs, determined by low-temperature desorp-
tion of argon, are given in Table 3.2.

It should be noted that the Ss of CNTs varies signifi cantly depending on 
the selected catalyst and gas consumption per gram of catalyst. Th us, for the 

Fig. 3.4. TEM images of CNT samples obtained on catalysts of the composition: a — 
Al3FeMo0.21, b — AlFeMo0.07
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Table 3.2. CNTs characteristics depending on the 
catalyst composition and the hydrocarbon volume 

Sample Catalyst
MexOy,

Volume of ethylene 
per catalyst mass, l/g

Specifi c surface 
area, m2/h

Ash content in CNT, % wt.

not purifi ed purifi ed 

1 Al3FeMo0.21 1.36 313 42.0 1.4
2 Al3FeMo0.21 2.27 303 28.5 1.0
3 Al3FeMo0.21 3.46 229 23.7 1.1
4 Al2FeMo0.14 1.08 152 47.0 6.7
5 Al2FeMo0.14 4.08 142 17.8 2.7
6 Al2FeMo0.14 9.20 148 11.5 2.3
7 AlFeMo0.07 1.76 132 36.2 4.3
8 AlFeMo0.07 3.01 146 23.1 2.9
9 AlFeMo0.07 4.34 151 17.0 2.9

 Table 3.1. XRD data for the Al-Mo-Fe-O system

Intensity 
exp., a.u.

2θ exp., 
degree

d exp., 
nm

Phase composition

Fe3O4

Intensity, a.u. d, calc., nm h k l

30.0
100.0
16.4
7.3

18.3
41.2

35.581
41.966
51.148
63.711
68.166
75.110

0.29411
0.25076
0.20785
0.16988
0.15996
0.14703

29.7
100.0
20.8
8.9

26.7
35.6

0.29399
0.25071
0.20788
0.16973
0.16003
0.14699

0
1
0
2
3
0

2
1
0
2
3
4

2
3
4
4
3
4

catalyst Al3FeMo0.21 with increasing gas consumption, Ss of CNT decreases 
monotonically. For the catalyst Al2FeMo0.14, Ss decreases non-monotonically, 
while for AlFeMo0.07 it increases with increasing consumption of ethylene. 
Obviously, being depended on the synthesis conditions and primarily on the 
selected composition of the catalyst, defects in the structure of the CNTs will 
be diff erent.

For example, Fig. 3.4 shows transmission electron microscopy (TEM) 
images of samples of multiwall CNTs obtained with diff erent catalysts.Th e 
TEM images of CNTs (Fig. 3.4) indicate a suffi  cient level of homogeneity of 
the synthesis products. Th ere are no visible inclusions of a form other than 
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CNT, i.e. we can assume that the content of the amorphous phase of carbon 
is negligible.

Some characteristics of CNTs obtained with iron-containing catalysts de-
pending on the synthesis parameters are given in Table 3.3.

3.2.2. Nickel-containing catalysts

Th ree-component nickel-containing catalysts were prepared by co-
precipitation with slow hydrolysis using carbamide for the synthesis of CNT with 
an atomic ratio of metals Al : Ni : Mo = 2 : 1 : 0.21 (Al2NiMo0.21) and 1.65 : 0.8 : 0.025 
(Al1.65Ni0.8Mo0.025) [26, 27]. Th ere were taken aluminum nitrate prepared by partial 
neutralization of ammonia aluminum nitrate solution, nickel chloride, and ammo-
nium molybdate prepared by the technique described in the previous subsection. 

Catalysts (gray-green powders) were obtained similar to the synthesis of 
the iron-containing Al2FeMo0.21.

XRD spectra (DRON-3M, λCo = 0.17902 nm) of catalysts Al2FeMo0.21 and 
Al2NiMo0.21 are shown in Fig. 3.5 [21]. It is evident that samples 1 (iron-containing 
catalyst produced via co-precipitation) and 2 (iron-containing catalyst produced 
via pyrolysis of organometallic compounds by aerosol method) are XRD-amor-
phic, since halo and weakly pronounced X-rays are observed, that is, the state of 
the system is tense, and the crystallite sizes are small. However, the phase com-
position of sample 3 (nickel-containing catalyst obtained via co-precipitation) is 

Table 3.4. XRD data for the Al-Mo-Ni-O system

Intensity 
exp., a.u.

2θ exp., 
degree d exp., nm

Phase composition NiO
Intensity, a.u.. d calcul., nm h k l

100.0
90.1
41.6

37.332
43.346
62.986

2.4071
2.0860
1.4746

54.4
90.1
63.3

2.4079
2.0855
1.4746

0
0
1

0
1
0

3
2
4

Fig. 3.5. XRD spectra of cat-
alysts Al2FeMo0.21 (1, 2) and 
Al2NiMo0.21 (3) synthesized 
by co-precipitation (1, 3) 
and aerosol method (2)
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Fig. 3.6. TEM images of CNTs synthesized with catalysts Al2FeMo0.21 (а) and Al2NiMo0.21 (с), 
obtained by co-precipitation, and catalyst Al2FeMo0.21 (b), obtained by an aerosol method
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an XRD-amorphous matrix and a crystalline NiO. On analyzing the data in Table 
3.4, in which the experimental and estimated values of interplanar distances are 
given, one can state that a highly dispersed crystalline NiO phase was formed.

Th e TEM images of CNTs synthesized with the participation of catalysts 
(obtained by co-precipitation) is shown in Fig. 3.6. 

Th e studied CNTs have similar morphological characteristics, close values of 
the specifi c surface area and content of impurities. CNT synthesized with the par-
ticipation of an aerosol catalyst is signifi cantly diff erent in morphology (Fig. 3.6). 
Th is manifests a decrease in external diameters, their homogeneity, lack of acute 
fractures, and the formation of other carbon nanostructures such as fi bers.

As follows from Table 3.5, the specifi c surface of the CNT synthesized 
with the participation of a co-precipitated nickel-containing catalyst, in com-
parison with the CNT obtained with an iron-containing catalyst (co-precipi-
tate), increases by 1.5 times.

Th e obtained CNTs have close diameters ranging from (10—40) nm to 
(10—50) nm. Th e outer diameters of the CNTs synthesized with the participation  
of the aerosol iron-containing catalyst are reduced relative to the previous CNTs 
samples by about half due to the small cluster sizes of metal oxide phases in the 
aerosol type catalyst. It is important that CNTs based on nickel-containing catalysts 
can be studied by NMR, because such catalysts, in contrast to iron-containing ones, 
show poorer magnetic properties, and therefore it is possible to conduct such studies.

3.2.3. Catalysts obtained by pyrogenic synthesis 
using propane-butane and hydrogen-air burners

Comparative XRD patterns of complex oxide (AlFeMo) obtained 
by the pyrogenic synthesis in propane-butane burner and molybdenum oxide 
are shown in Fig. 3.7. Th ey indicate that the complex oxide catalyst obtained by 
high-temperature pyrolysis has an amorphous-crystal structure, and, like in the 
previous cases, there is a weakly distorted crystalline structure of iron oxide and 
XRD-amorphous oxides of aluminum and molybdenum.

Table 3.5. Characteristics of CNTs obtained using iron 
and nickel-containing catalysts

Sample Catalyst composition, 
production method

Properties 
of non-purifi ed CNTs Ss puri-

fi ed, 
m2/g

Outer diam-
eter, nmBulk density, 

g/dm3 Ss, m2/g

1 Al2FeMo0.21, co-precipitation 34 195 214 10—50
2 Al2FeMo0.21, aerosol 33 248 293 10—25
3 Al2NiMo0.21, co-precipitation 40 254 303 10—40
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Catalyst derivatograms (Fig. 3.8) show the weight loss of the test samples at the 
level of 12%. Th is eff ect can be divided into two components: water loss and burn-
out of the carbon component, which have an almost equal contribution.

Fig. 3.9 shows a derivatogram of multiwall CNTs, which shows that the depen-
dence of CNTs mass loss on temperature is monotonic without fractures, which 

Fig. 3.7. XRD pattern of: a — complex (AlFeMo) oxide, b — molybdenum oxide [28]

Fig. 3.8. Derivatogram of a complex oxide catalyst quenched in installation with a 
propane-butane burner
Fig. 3.9. Derivatogram of multiwall CNTs obtained on a pyrogenic catalyst
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Table 3.6. Specifi c surface area determined 
by the method of thermal desorption of argon

Sample Catalyst AlFeMo CNTs 
non-purifi ed 

CNTs 
purifi ed

Specifi c surface area, m2/g 42 (aerosol) 320 295

67 (pyrogenic, propane-
butane burner)

360  358

Fig. 3.10. TEM images of multiwall CNTs obtained on the catalysts: a — pyrogenic, b — 
aerosol
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Fig. 3.12. TEM images of multiwall CNTs obtained on a pyrogenic 
catalyst (hydrogen-air burner)

Fig. 3.11. Th e current instal-
lation for pyrogenic synthe-
sis of a complex oxide cata-
lyst in a hydrogen burner 
(a) and its scheme (b)
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Table 3.7. Th e total silicon 
content and the Al : Fe : Mo ratio

Si, % Al : Fe : Mo ratio
Si — 98.8 6.7 Al : Fe : Mo 0.14
Si — 98.4 3.8 A l : Fe : Mo 0.07
Si — 97.4 0.95 Al : Fe : Mo0.02

indicates the homogeneous nature of the 
carbon material, i.e. CNTs, and the ab-
sence of amorphous carbon phase.

Table 3.6 contains the values of the 
specifi c surface area of the catalysts ob-
tained by aerosol and pyrogenic meth-
ods, the comparison of which shows 
that the specifi c surface area of the 
catalyst obtained by the pyrogenic method is approximately 50% larger than the 
surface area of the catalyst obtained by the aerosol method.

As seen in Fig. 3.10, the morphological diff erences of CNTs obtained on 
catalysts synthesized by pyrogenic and aerosol methods are not signifi cant, i.e. 
CNTs are not fundamentally diff erent.

A system with a 20 mm diameter hydrogen-air burner was implemented at 
the Kalush Research-Experimental Plant ICS NAS of Ukraine. 

Such a system provides a high production capacity (up to 1500 kg per 
month) under the conditions of meeting all the necessary environmental re-
quirements for production (Fig. 3.11). With its help, experimental batches of 
pyrogenic complex oxide systems have been developed. Aluminum, iron, and 
molybdenum chlorides, as well as methyl trichlorosilane (CH3SiCl3) were used 
as precursors. Determination of the specifi c surface of the samples by the meth-
od of thermal desorption of argon (GOST 23401-90) showed that its value for all 
samples is close to 200 m2/g. Th e study of the elemental composition of oxides 
was performed on an ElvaX spectrometer from “Elvatech”. High-tempera tu re 
hydrolysis under diff erent technological modes allowed us to obtain complex 
oxide systems with the ratio of metals given in Table 3.7.

Fig. 3.12 shows TEM images of multiwall CNTs obtained with a pyrogenic (hy-
drogen-air burner) catalyst. From them, we can estimate the CNT diameter value as 
(10—15) nm. Th e bamboo-like structure is related to the fact that the synthesis was 
carried out in the presence of ethylenediamine impurities (see subsection 3.5.3).

3.3. Technological process of experimental and 
industrial production of carbon nanomaterials

From the analysis of data described in the literature [1, 2, 8, 10, 
29—68], it can be concluded that today for experimental and industrial produc-
tion of multiwall carbon nanotubes, the most acceptable option is the technol-
ogy of catalytic CVD in the form of a fl uidized bed using hydrocarbons as a 
carbon source and metal oxides as catalysts. Although aerosol technology is 
promising, bringing it to the scale of research and industrial production re-
quires solving many technical and scientifi c problems.
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In view of the above, the research and industrial technology of CNTs produc-
tion were based on the CCVD technology in the version of a fl uidized bed. In this 
case, as shown by previous studies [1, 20, 35, 69], as carbon sources, it is most ap-
propriate to take ethylene or propylene, and as a metal oxide catalyst — a complex 
oxide of iron, molybdenum, and aluminium with the addition of pyrogenic silica 
in the form of a mechanical mixture. Regarding the method of maintaining the fl u-
idized state of the catalyst and nanotubes, the traditional scheme was changed so 
that this state could be maintained by the gas fl ow from the bottom up through the 
layer of solid particles. In previous experiments on a laboratory scale, it was found 
that for particles having a low bulk density (20—40 g/dm3), a state close to fl uid-
ized is achieved by rotating a horizontal or inclined reactor. Th e reactor is made in 
the form of a polyhedron (quadrilateral or pentagon) to prevent the powder mass 
from sliding along its walls. Th is technical solution makes it possible to optimize 
the feed rates of gaseous reagents in the reactor regardless of the maintenance of 
the fl uidized state of solid particles. Th e reactor rotation speed is chosen so that the 
centrifugal acceleration could be lower than the acceleration of gravity.

General characteristics of the process of experimental and industrial produc-
tion of carbon nanomaterials. Installation for the synthesis of carbon nanotubes. 
Th e central element of the CNTs synthesis plant is a reactor made of stainless 
steel in the form of a pentagonal prism with conical fl anges (Fig. 3.13).

Th e reactor has two “necks” (pipe sections), through one of which the load-
ing of catalyst and the addition of a gas mixture (propylene with hydrogen) 
take place, and through the other — the unloading of the product. Th e exhaust 
gas mixture is carried out through the inlet throat. Th e reactor is placed in an 
electric oven with heating and thermal insulation of several layers of basalt 
cardboard, inside which the optimum temperature (700 °C) is maintained with 
a thermal controller. In the synthesis of CNTs, the reactor is rotated with an 
electric motor. Th e rotation axis is inclined at a small angle to the horizon. At 
the end of the set time of CNTs cultivation (about one and a half hours), the 
reactor is purged with argon, a container for unloading is attached to the outlet 
throat and the axis of rotation of the reactor is inclined at an angle of 45—50 ° 
to the horizon. Th e powdered product (CNTs) is poured from the reactor into 
a container. Th e reactor together with the furnace and the units for the reactor 
rotation is fi xed on the horizontal axes on the frame. For unloading, a change 
in the angle of inclination of the reactor is made by means of the electric drive 
fi xed on the bed. Th e installation also has other units designed to ensure the 
tightness of the sliding seals of the gas inlet and outlet, pneumatic transport 
of the catalyst, to avoid spillage of the product through the outlet throat until 
the end of the technological cycle, and so on. Control and regulation of gas 
fl ow rate (argon, hydrogen, propylene) is carried out with rotameters. For the 
synthesis of CNTs in the rotating reactor and heating to the optimum synthesis 
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temperature (700 °C), a highly dispersed catalyst is fed by the pneumotransport 
method. First, the reactor is purged with argon to remove air for some time, and 
then a working gas mixture (ethylene or propylene with hydrogen) is added. 
Th e duration of CNTs synthesis is about an hour and a half. Th e gases leaving 
the reactor consist mainly of hydrogen with a small amount of impurities in the 
form of unreacted hydrocarbons. Exhaust gases are burned in the torch with 
safety precautions. Aft er a certain time, the supply of hydrogen and hydrocar-
bons is stopped, the reactor is purged with argon and the resulting nanotubes, 
which have the form of a dark gray powder, are poured into a container, and 
aft er cooling, packaged.

Th e fi rst pilot plant for CNTs synthesis was created on the basis of the enter-
prise for EG production TMSpetsmash Ltd Kyiv. Th e working volume of the re-
actor is 24 dm3. Th e fl uidized state of particles is maintained by the reactor rota-
tion. At a certain confi guration and rotation speed, the catalyst and the growing 
nanotubes are in the fl uidized bed state. At operation temperature, one can visu-
ally observe a glow of the wave of the nanotube fl uidized bed. Th is technological 
option is convenient in that the layer state does not depend on the gas fl ow rate, 
provided that it is not very high, so the product is not removed from the reactor. 
In this case, due to effi  cient mixing, there is no need for a complex gas distribu-
tion device for passing gas through a layer of fl uidized particles: it is suffi  cient to 
introduce a gas mixture (hydrogen and ethylene or propylene) above the layer. 
Th us, the gas fl ow rate is selected solely on the basis of the rate of its conversion 
into nanotubes, which makes it possible to reach almost 90—100% conversion 
of ethylene or propylene and thus to obtain in the exhaust gases almost pure 

Fig. 3.13. General view of the reactor with electric furnace: a — drawing of the general 
view; b — photo of the current layout
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hydrogen. One technological cycle (90 min) produces about 0.5 kg of carbon 
nanotubes containing 20% of impurities of the mineral residue of the catalyst. 
At the end of the cycle, 1/2—2/3 of the reactor volume is fi lled with a fl uidized 
product. Removal of particles from the reactor is almost absent.

A catalyst for this process has the form of a mechanical mixture of sub-
crushed oxides of aluminum, iron, and molybdenum with the addition of py-
rogenic silica. It is a light powder with a density of about (25—30) g/dm3. 
To obtain such a mixture by the aerosol method, a spray aerosol solution of 
aluminum formates and iron and ammonium molybdate was prepared in a 
vertical continuous furnace, which was developed. If necessary, the grind-
ing of this mixed oxide was carried out in a ball mill or in the installation of 
mechanochemical activation of the catalyst. Th e catalyst can also be obtained 
by co-precipitation from an aqueous solution [70].

3.4. Structural and physicochemical 
characteristics of carbon nanotubes

Carbon nanotubes consist of a single graphene layer (single-
walled CNT) or of multiple coaxial graphene layers or convolutions of gra-
phene layers (multiwall CNTs), and have almost ideal structures with ex-
tremely high characteristics. However, in the process of real growth of CNTs, 
a large number of defects is formed. Such defects are pentagonal, heptagonal, 
paired or even linear defects. Th ey break the symmetry of the graphene layer 
and, thus, reduce the mechanical strength and degrade other characteristics of 
nanotubes, i.e. signifi cantly aff ect the possibility of their application [71—73]. 
Depending on the angle of chirality and the diameter of CNTs, their proper-
ties also change, in particular, the conductivity can be both metallic and semi-
conductor, or dielectric [74]. Similarly, mechanical, emission, sorption, opti-
cal, and other properties acquire signifi cant changes [75, 76]. Th e structure of 
nanotubes is related to the synthesis methods [77, 78]. Th e tubes themselves, 
forming bundles, can be placed regularly, creating periodic structures [79]. In 
contrast to single-walled nanotubes, the properties of which mainly depend 
on the method of bending the graphene surface and covalent interaction of 
carbon atoms, in studying multiwalled CNTs it is necessary to take into ac-
count the presence of van der Waals’ forces between layers. As in graphite, the 
existence of a weak interlayer interaction determines the correlation of the 
packing of planes along the direction perpendicular to the tube axis [80], and 
the change in this interaction causes diff erences in the dispersion of coherent 
scattering domain and microstresses.

Despite the fact that the study of CNT growth defects has received enough 
attention in the literature, for example [29], as well as given that the number 
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of species and types of CNTs synthesized by diff erent methods reaches tens, 
and possibly hundreds, it seems appropriate for this method of implementing 
the CVD process to investigate the infl uence of its parameters on the CNTs 
structure defects, and on the other hand, to obtain the most complete descrip-
tion of the synthesized products. Th erefore, a comprehensive study of the struc-
ture of CNTs by various methods depending on the parameters of the synthe-
sis process, including such factors as the catalyst composition, structural state 
(amorphous, crystalline), and the type of hydrocarbons (propylene, ethylene, 
propane-butane) is necessary.

 An iron-containing catalyst of variable composition was used for the syn-
thesis of multilayer CNTs. To purify from mineral impurities, the obtained 
CNTs were treated with a solution of NH4F ∙ HF: H2O: HCl with the appropri-
ate ratio of components 150 : 1200 : 300, and then washed with distilled water 
to neutral pH. It should be noted that even aft er purifi cation, CNTs contained 
a mineral residue.

Characteristics of CNTs were determined by the methods: transmission mi-
croscopy (JEM-100CXII), XRD (DRON-3M, λCo = 0.17902 nm), Raman spec-
troscopy (Brucker RFS 100/s spectrometer with an argon laser, λ = 514.5 nm) 
diff erential thermal and gravimetric analyzes (derivatograph Q 1500, heating rate 
10 K/min). Th e CNT surface was characterized by the XPS method (“SERIES 800 
XPS” Kratos Analytical spectrometer, X-ray source MgKα of 1253.6 eV). Analysis 
of the XPS spectrum lines was performed using XPSPEAK 95 soft ware, version 2, 
based on the change in the Gaussian — Lorentz distribution function [81].

3.4.1. X-ray structural analysis of CNTs

Fig. 3.14 [82] shows the XRD patterns of multiwall CNTs syn-
thesized using ethylene (curve 1) and propylene (curve 2) and the catalyst 
Al3FeMo0.21, which indicate a hexagonal densely packed structure. Th ere are dif-
fraction refl exes 100, 101, 110, 112, and 004 of low intensity, but with good resolu-
tion. Th e general picture of diff raction peaks does not signifi cantly depend on the 
type of catalyst used (Figs. 3.14, 3.15) and hydrocarbons (ethylene, propylene) in 
these synthesis conditions, although there is observed a change in relative intensi-
ties, splitting of individual peaks, their asymmetry from small angles.

Th e interplanar distance d002, which indicates the packing density of the 
curved nanotube surfaces along the c direction, is in the range (0.3436…
0.3453) nm, which is higher than the similar lattice parameter for graphite 
equal to 0.3354 nm. Th e parameter c is not very sensitive to the type of cata-
lyst and depends on the gas consumption per gram of catalyst varying for the 
same catalyst. Th us, for the catalyst Al2FeMo0.14 of a certain dispersion, with 
increasing time of synthesis of nanotubes, the interplanar distance increases 
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from 0.3436 to 0.3439 nm. In other cases, the change in the parameter c is 
nonmonotonic (Table 3.8).

Using the decomposition of diff raction refl exes (002) and (004) into Gauss-
ian γf and Lorentz γd components at known values of d002 = dc, we can determine 
the number of layers N in the nanotube and the magnitude of microstresses 
ΔdC/dC, basing on the expressions [80, 83, 84]:
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where l is the refl ex index (00l).
As follows from Table 3.8, even for the refl ex (002), which is in the region 

of small diff raction angles, it is impossible to neglect the Lorentz expansion 
component associated with microstresses. Its value is larger even compared to 
the Gaussian component, which is attributed to the size of the coherent scatter-
ing blocks. For Al3FeMo0.21 catalysts, which promote the growth of CNTs with a 

Table 3.8. Specifi c surface area and structural characteristics 
of multiwall CNTs depending on the synthesis conditions

Sa
m

pl
e

Ca
ta

ly
st 

M
e xO

y,

Vo
lu

m
e o

f e
th

yle
ne

 p
er

 
m

as
s o

f c
ata

lys
t, l

/g

Sp
ec

ifi 
c s

ur
fa

ce
 ar

ea
, 

m
2 /g

d 00
2, n

m

Components of 
diff raction refl ex 
expansion (002) 

Ca
lc

ul
at

ed
 n

um
be

r o
f 

CN
T 

la
ye

rs

O
ut

er
 d

ia
m

et
er

 o
f C

N
T,

 
nm M

ic
ro

 st
re

ss
, Δ

d/
d

G
au

ss
ia

n,
 

γ f Lo
re

nt
z, 

γ d

1 Al3FeMo0.21 1.36 313 0.3451 0.0427 0.0559 20 20 0.0307

2 Al3FeMo0.21 2.27 303 0.3431 0.0204 0.0422 42 43 0.0230

3 Al3FeMo0.21 3.46 229 0.3452 0.0528 0.0491 16 16 0.0269

4 Al2FeMo0.14 1.08 152 0.3436 0.0275 0.0362 31 32 0.0197

5 Al2FeMo0.14 4.08 142 0.3439 0.0308 0.0386 28 28 0.0211

6 Al2FeMo0.14 9.20 148 0.3438 0.0296 0.0409 29 29 0.0223

7 AlFeMo0.07 1.76 132 0.3438 0.0271 0.0355 32 32 0.0194

8 AlFeMo0.07 3.01 146 0.3442 0.0275 0.0352 31 32 0.0193

9 AlFeMo0.07 4.34 151 0.3444 0.0259 0.0371 33 34 0.0203
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larger specifi c surface area due to their smaller diameters, the Gaussian compo-
nent is the largest at a higher consumption of hydrocarbons.

Th e synthesis at an ethylene consumption of 2.27 l/g of this catalyst leads 
to a smaller size of the coherent scattering domain, fairly large micro-stress-
es, and the highest number of CNT layers (Table 3.8). Synthesis at an ethyl-

Fig. 3.14. XRD patterns of multiwall CNTs synthesized using ethylene (1) 
and propylene (2) and the catalyst Al3FeMo0.21 (CoKα-radiation) [20]

Fig. 3.15. XRD patterns of CNTs synthesized using ethylene and the 
catalysts AlFeMo0.21 (1) and AlFeMo0.07 (8) (Table 3.8) [20]
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ene consumption per gram of catalyst of 3.46 l/g also gives noticeable mi-
crostresses with fewer N layers. Th e use of catalyst compositions AlFeMo0.07 
and Al2FeMo0.14 in all cases gives similar values for the number of layers and 
microstresses in nanotubes. Th e outer diameter of the CNT, which was cal-
culated under the assumption that the inner diameter is equal to the wall 
thickness, D = 3Ndc, correlates with the values determined from the TEM im-
ages and refl ects its dependence on synthesis methods. Th e largest diff erence 
in the diameters of nanotubes is observed when using the powder catalyst 
Al3FeMo0.21. It should also be noted that the refl ex (112) is of low intensity and 
extended, but its presence indicates an interlayer correlation, although rather 
weak, under these synthesis conditions [80].

3.4.2. Raman spectroscopy of CNTs

Th e defect in the structure of multiwall CNTs, associated with 
the presence of microstresses and the lack of proper layering, causes the trans-
formation of the Raman spectrum, the D-band of which is responsible for small 
areas of coherent scattering and disorder of CNTs structure [85, 86].

Figs. 3.16 and 3.17 show the Raman spectra of multiwall CNTs in the frequency 
range of bands D and G. It is seen that for the catalyst Al3FeMo0.21, with the largest 
diameter of tubes and the smallest microstresses (Table 3.8), the intensity of the D-
band is lower than that of the G-band, which corresponds to the oscillatory mode 
of symmetry E2g [71—73]. Usually, this ratio of intensities indicates a slight disorder 
of the structure caused by defects. At low defect contents, including the presence 
of perfect packing of the layers in highly oriented graphite, the D-band is not ob-
served. If the half-width of line D remains almost unchanged, then with decreasing 
microstresses and increasing the tube diameter, the G-band components become 
narrower and there is a shift  towards lower frequencies, i.e. the oscillating mode 
of symmetry E2g “soft ens”. Th is behavior of oscillations, the frequency of which 
tends to the E2g mode frequency in crystalline graphite (1585 cm–1), indicates that 
with increasing CNT diameter, the CNT structure becomes closer to the hexago-
nal structure of graphite due to reducing the shear through bending small surface 
radius [80]. In the transition to another catalyst, the ratio of intensities at diff erent 
durations of synthesis (i.e. amounts of hydrocarbon) of CNTs is preserved, as in the 
previous case. Th is correlates with the magnitude of microstresses. A shift  of the 
symmetry fashion components E2g is almost absent because the tube diameters at 
the specifi ed hydrocarbon fl ow rate change little.

Th e conditions of CNTs synthesis, in particular the amount of hydrocarbon 
per unit mass, signifi cantly aff ect the structural defects (coherent scattering do-
main size (CSD), microstresses) and the number of layers of multiwall CNTs, 
which varies depending on the tube diameter. Th is disorganization of the CNT 
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structure is manifested in the transformation of not only the D-band but also 
the G-band component, which includes scattering from the oscillatory mode of 
symmetry E2g. Th e “soft ening” of this mode and the decrease in the intensity of 
the D-band indicate a decrease in the defect of the CNT structure.

Fig. 3.16. Raman spectrum of multiwall CNTs synthesized using ethylene and the catalysts: 
AlFeMo0.21 (1), AlFeMo0.07 (2) [20] (a); the G peak splitting into components (b)

Fig. 3.17. Raman spectra in the frequency range of the D and G bands of multiwall CNTs 
synthesized using catalysts Al3FeMo0.21 and AlFeMo0.07, respectively. Table 3.2: a — 2, b — 3, 
c — 6, d — 9 [20]
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3.4.3. X-ray photoelectron spectroscopy of CNTs

Th e properties of carbon materials, including CNTs, in particular 
their ad- and absorption characteristics, are undoubtedly infl uenced by chemisorbed 
oxygen. X-ray photoelectron spectroscopy (XPS) is an eff ective physical method for 
determining the surface chemical state [87—89]. A typical XPS spectrum of ini-
tial not purifi ed CNTs is presented in Fig. 3.18. Th e main peak with an energy of 
284.6 eV corresponds to carbon with the graphite lattice type.

Fig. 3.19, a, b shows the high-resolution spectra of C 1s and O 1s of mul-
tiwall CNTs. Th e decomposition of the C 1s spectrum [88] gives fi ve peaks: 
carbon in the graphite hexagonal lattice (I, 284.6 eV), carbon — in the phenolic, 
alcohol, and/or C=N groups (II, 286.1—286.3 eV), carbonyl or quinone groups 
(III, 287.3—287.6 eV), carboxyl or ether groups (IV, 288.4—288.9 eV) and car-
bon represented in carbonate groups and/or adsorbed molecules of CO and 
CO2 (V, 290.4—290.8 eV) (Fig. 3.19, a).

Decomposition of the spectrum of O 1s, relative to [88], provides three 
peaks: peak I (531.2—531.6 eV), which corresponds to the double bond C=O 
(ketones, lactones, carbonyl gro ups); peak II (532.2—533.4 eV), ac cor ding to 
the single bond C—OH and/or C—O—C groups; pe ak III (534.6—535.4 eV) 

Table 3.9. Concentrations of impurities on the surface of CNTs, 
determined via XPS analysis 

Elec-
tronic 
band

Binding energy, eV Concentra-
tion,% at.

Electronic 
band

Binding 
energy, eV

Concentra-
tion,% at.

C 1s 284.3; 285.0; 286.1; 288.9 94.9 Cr 2p 577.0 0.1
O 1s 531.9; 533.0; 534.2 4.7 S 2p 168.2 0.1
F 1s 687.8 0.2

Table 3.10. Relative concentrations of oxygen-containing 
CNT centers and corresponding binding energies

CNT 
sample

Relative concentration of oxygen-containing groups,%
Eb = 286.1—286.3 eV 
Phenolic, alcohol 

(C—OH)

Eb = 287.3—287.6 eV 
Carbonyl, quinone 

(C=O)

Eb = 288.4—288.9 eV 
Carboxyl, ether 

(C—OOH)

Eb = 290.4—290.8 eV 
Carbonate and/or 
adsorbed CO, CO2

Initial 49.1 17.2 17.2 16.5
Anodic 
oxidation 53.8 19.8 13.6 12.8
Heat 
treated 51.1 23.4 15.3 10.2
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of low intensity may correspond to the che misorbed oxygen or adsorbed wa-
ter (Fig.  3.19, b).

Aft er purifi cation from mineral impurities, the composition of CNTs, ac-
cording to the XPS, had the following review (Table 3.9)

Th e relative distribution among diff erent types of oxygen-containing cen-
ters, calculated from the decomposition of the C 1s spectrum, is as follows: 
phenolic, alcohol 49.1%; carbonyl, quinone 17.2%; carboxyl, ether 17.2%; car-
bonate and/or adsorbed molecules of CO, CO2 16.5% (Table 3.10) [20].

3.4.4. Differential thermal and 
gravimetric analyses of CNTs

Fig. 3.20 shows typical types of diagrams of DTA, TG, and DTG 
for samples of purifi ed CNTs, the results of which are shown in Fig. 3.21. 

Oxidation of such materials in air begins with a noticeable rate in the re-
gion (560—600) °C. As expected, materials with a larger specifi c surface area 

Fig. 3.18. General view of the XPS spectrum of CNTs [20]

Fig. 3.19. Typical high-resolution XPS spectra of multiwall CNTs: C 1s (a); O 1s (b) [20]
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Fig. 3.21. Dependence of the tem-
perature of mass loss of 5, 10, and 
15% wt. of samples of purifi ed 
CNTs on their specifi c surface 
when heating in a derivatograph 
under the wind [20]

Fig. 3.22. Dependence of CNT mass loss 
on the oxidation temperature

Fig. 3.20. Typical view of 
the DTA (1), DTG (2), and 
TG (3) diagrams for CNT 
samples [20]
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oxidize more rapidly. However, it is known that amorphous carbon is oxidized 
fairly quickly in air at (350—400) °C. Th ese data confi rm that the impurities of 
amorphous carbon in the obtained CNTs are insignifi cant. At the same time, 
infl ections on the thermogravigraphs indicate the possible presence of carbon 
materials of diff erent structures in the samples.

Th e authors [90], according to the developed ideas about the formation and 
oxidation of nanoscale carbon structures [91] investigated CNTs, the character-
istics of which are given above, and showed (Fig. 3.22) that they have a strong 
monostructure because the temperature dependence of mass loss for the pre-
cleaned samples has one jump without fracture.

3.4.5. Transmission electron microscopy of CNTs

Images obtained using high-resolution TEM provide clear in-
formation about the structure of CNTs. As seen in Fig. 3.23 images-fragments 
of multiwall CNTs, graphene planes are well separated (Fig. 3.23, a, b), which 
allows one to visually observe and count the number of CNT layers. Th e cross-
sections of the CNT layers are collinear at a suffi  ciently long length, which may 
indicate the stability of the growth process. Th e number of layers and the outer 
diameters of the CNTs determined by high-resolution TEM correlate well, at 
least within the order of magnitude (10—40 layers, 10—40 nm) with the cal-

Fig. 3.23. TEM images of multiwall CNTs obtained on the 
iron-containing Fe-Al-Mo catalyst
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culations according to XRD data (Table 3.8). It can also be seen from the fi gure 
that the catalyst remains in the form of inclusions in the nanotube channels 
(Fig. 3.23, c, d) and determines the residual ash content of CNTs even aft er their 
purifi cation from mineral impurities. It should be noted that the residual cata-
lyst particles have an oval shape with dimensions of ~10 nm along and ~5 nm 
across. Such dimensions cannot be achieved even with the use of mechano-
chemical activation. Th at is, in the process of synthesis, there is a spontaneous 
grinding of the triple oxide catalysts of the Fe-Al-Mo composition.

 It is clear from Fig. 3.23 that if CNTs are not formed, the carbon material 
still settles in the crystalline form, as evidenced by a number of cross-sections 
of ordered layers of graphene. 

TEM images of CNTs obtained for a nickel-containing Al-Ni-Mo catalyst 
are shown in Fig. 3.24. Th ey also confi rm the above observations. Figs. 3.24, 
a and b show a “vertex” model of CNT growth, revealing catalyst particles at 
the CNT ends.

Th us, comprehensive studies of structural, thermodynamic, and spectral 
characteristics of CNTs have shown the reproducibility of these characteris-
tics in the developed technological process of CNT production, which allowed 
us to create Technical conditions (Carbon nanotubes: TU U 24.1-03291669-
009: 2009. No. 0251718182 from September 1, 2009. Authors: Yu.I. Sementsov, 
O.V. Melezhik).

Fig. 3.24. TEM images of multiwall CNTs obtained on 
the nickel-containing Al-Ni-Mo catalyst
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From the comparison of TEM images of CNTs obtained using diff erent car-
bon sources (Fig. 3.25), it turns out that ethylene and propylene yield almost the 
same structure of CNTs provided with the identity of all other conditions, and 
that from propane-butane CNTs of larger diameter are obtained. It seems that 
there are two “varieties” of CNTs: thinner and thicker.

3.5. Modification of carbon nanotubes

3.5.1. Activation of CNTs with a solution 
of potassium dichromate in sulphuric acid

To activate multiwall CNTs with a solution of potassium dichro-
mate in sulfuric acid, the well-known technology for oxidation of natural graph-
ite was used to obtain expandable graphite intercalation compounds, based on 
the following scheme, which involves the use of sulphuric acid and potassium 
oxide as an intercalant [92]:

Cn + 25H2SO4 + K2Cr2O7 → 

→ 6C24
+HSO4

− · 2,5H2SO4 + Cr2(SO4)3 + K2SO4 + 7H2O + Cn–144.

Fig. 3.25. TEM images of multiwall CNTs 
on the iron-containing Al-Fe-Mo catalyst 
obtained from diff erent carbon sources: 
a — ethylene; b — propylene; c — pro-
pane-butane
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Th is scheme provides the production of intercalation compounds of stage 1 
graphite (so-called blue graphite). However, the specifi c surface area of natural 
graphite can be in the range of 2—5 m2/g, when CNTs have a surface area of at least 
200 m2/g, that is, increased by almost 40 times. Th e exothermic reaction was very 
active and was stopped by diluting with water to about 15% H2SO4, aft er which 
ammonium difl uoride was added. Th is allowed at the same time to clean the py-
rogenic silica brand A 300.

Aqueous dispersions of CNTs oxidized in a solution of potassium dichro-
mate in concentrated sulfuric acid were investigated by laser (photon) correla-
tion spectroscopy (Fig. 3.26).

Th e dependences were registered in the so-called mono-modal and poly-
modal modes. Th e particle distribution for the sample obtained by oxidation of 
CNTs is shown in Fig. 3.26. Th e aqueous dispersion of the sample is stable over 

Fig. 3.26. Particle size distribution in 
CNT suspension: a — “mono-modal” 
mode; b — “poly-modal” mode, particle 
distribution by volume (mass at constant 
density); c — “poly-modal” mode, the dis-
tribution of particles by number
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time: the average particle size ~50 nm; two fractions: the particle size from 20 to 
100 nm, amount 99.9%, mass ~10%, and the particle size from 250 to 500 nm, 
amount 0.1%, mass ~90%; high polydispersity ranges from 0.35 to 0.4. It should 
be noted that the suspension when diluted 10 times did not require additional 
shaking throughout the study and on the following day the data on polydisper-
sity did not diff er from the previous ones.

Th us, the results of LCS indicate that the chemical treatment of CNTs with pow-
erful oxidants such as potassium dichromate in the presence of concentrated sulfuric 
acid grinds CNTs to form a stable suspension of particles of almost the same size.

3.5.2. Modification of CNTs by anodic oxidation

Anodic oxidation is one of the most controlled methods of oxida-
tive modifi cation of the CNT surface. CNTs according to TU U 24.1-03291669-
009: 2009 were anodically oxidized under diff erent conditions: in 55% aqueous 
solution of sulfuric acid according to the scheme presented in Fig. 3.27 [92]. 
Th e reactor consists of a rectangular housing 1, in which cathode 2 made of lead 
sheet is vertically mounted. In the reactor vessel, there is a vertically placed cas-
sette 3, which consists of housing 4 in the form of an open on one side rectangu-
lar parallelepiped, in which anode 5 made of lead sheet is embedded. Th e open 
side of the housing is closed with a separator cover 6. Between the anode and 
the separator cover there is a layer of graphite 7. Th e width of the gap is 15 mm. 
Electrolyte 8 is fi lled in such a way that its level is 1—2 cm above the upper edge 
of the graphite when the cassette is installed in the reactor. Th e current density 
was 25…30 mA/cm2.

Aft er passing 200 A · h/kg electricity (Q), the samples were washed to 
pH = 6—7, dried, and ground. Part of the CNTs aft er drying was subjected 
to heat treatment at 800 °C for 20 s. Th e specifi c surface area for the original, 
oxidized, and heat-treated tubes was determined by argon desorption to equal 
240 m2/g, 220 m2/g, and 280 m2/g, respectively. Th e CNTs surface was charac-
terized using the XPS method. According to XPS, the oxygen content in CNTs 
corresponding to TU U 24.1-03291669-009: 2009 was signifi cantly lower than 
that of carbon fi bers [88] and CNTs obtained by the template method, and 
of CNTs (NanothinX, Greece) in the original state, aft er anodic oxidation 
and short-term heat treatment in air, and was, respectively, 0.6% at.; 1.1% at.; 
2.3% at. Table 3.9 [20] presents the relative contents of oxygen-containing cen-
ters, which were determined by the magnitude of the binding energy [87—89]. 
According to XPS, the oxygen content on the surface of multiwall CNTs is 
about 0.6% at.

Anodic oxidation of CNTs in 94% sulfuric acid was carried out in the reac-
tor according to the scheme [92] shown in Fig. 3.28.
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It consists of a rectangular polypropylene housing 1, in which cathode 2, 
made of a stainless steel sheet and inverted by a fabric of the membrane-separator 
(polypropylene fabric for fi lters) stands vertically. Anode 5, made of stainless steel 
sheet (99.4% pure iron), is also placed vertically in the reactor vessel. Th e open 
side of the cassette body is not covered. Th e space between anode and cathode is 
fi lled with a mixture of CNTs with sulfuric acid in a mass ratio of about 1 : 2. Th e 
width of the gap between the electrodes is ~20 mm.

Th e surface condition of washed and dried CNTs was studied by chemi-
cal microtiter and X-ray photoelectron spectroscopy. Th e specifi c surface area 
was determined by nitrogen adsorption-desorption aft er drying at 120 °C for 
30 min. Dependences of the oxygen content, obtained from XPS O1s spectra, 
and specifi c surface area, determined by the nitrogen adsorption-desorption 
method, on the amount of transmitted electricity are shown in Fig. 3.29.

 As seen, they are opposite: the increase in the amount of oxygen corre-
sponds to the decrease in the specifi c surface area in the studied range of trans-
mitted electricity. 

Fig. 3.27. Scheme of a cassette electrochemical reactor 
with a vertical arrangement of electrodes: 1 — housing, 
2 — cathode, 3 — cassette, 4 — cassette housing, 5 — an-
ode, 6 — separator cover, 7 — CNTs, 8 — electrolyte

Fig. 3.28. Scheme of a vertical electrochemical reactor: 1 — 
housing, 2 — anode, 3 — cathode, 4 — separator (mem-
brane), 5 — CNTs [92]

‣
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Th e relative distribution between 
diff erent types of oxygen-containing 
centers, calculated according to the 
schedule of the C 1s spectrum, for 
the original CNTs and aft er oxidation 
via passing 120 A · h/kg of electricity 
is given in Table 3.11. Obviously, the 
oxidation of CNT leads to an increase 
in the bonds C—OH and C=O.

Changes in the structural state 
of CNTs under oxidation were stud-
ied by the method of Raman scat-
tering. Th e Raman spectra of CNTs 
were recorded using a T-64000 Hor-
iba Jobin-Yvon spectrometer in combination with the backscattering geometry 
at room temperature under excitation with an argon laser (λ = 488 nm, 1 mV). 
As a reference for calibration of the wavelength, the Raman band of silicon at 

Fig. 3.29. Dependence of oxygen content 
from O1s XPS spectra and specifi c surface 
area from nitrogen adsorption-desorption 
on the amount of electricity passed

Table 3.11. Relative content of oxygen-containing groups,%

CNT 
Sample

Eb = 286.1−286.3 eV 
(C—OH)

Eb = 287.3−287.6 eV 
(C=O)

Eb = 288.4−288.9 eV 
(C—OOH)

Eb = 290.4−290.8 eV 
(CO, CO2)

Initial 49.1 17.2 17.2 16.5
120 
A · h/kg 53.8 19.8 13.6 12.8

Table 3.12. Th e main parameters of characteristic bands 
manifested in the micro-Raman spectra of CNTs of diff erent oxidation states

Sample 1 2 3 4 5

Synthesis condi-
tions 120 A · h/kg 90 A · h/kg 60 A · h/kg 30 A · h/kg Initial CNTs
D, cm–1 1352 1350 1350 1352 1348
G, cm–1 1583 1576 1574 1576 1573
2D, cm–1 2711 2700 2703 2700 2706
DFWHM, cm–1  55  48  52  25  51
GFWHM, cm–1  59  58  58  57  53
ID, a.u. 11.78 12.18 11.24 12.3899 9.0
IG, a.u. 11.34 14.37 11.85 13.63036 10.4
ID/IG 1.04 0.84 0.95 0.96 0.86
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520 cm–1 was used. Th e experimental error in determining the wavelength of 
the refl ected radiation due to sample heterogeneity was ±2 cm–1.

 Fig. 3.30 shows the Raman spectra of CNTs with diff erent degrees of oxida-
tion. Th ey are characteristic for multiwall CNTs.

 Table 3.12 and Fig. 3.30 show the main parameters of characteristic bands man-
ifested in the micro-Raman spectra of CNTs with diff erent degrees of oxidation.

Th e G-band (the so-called “graphite” mode of symmetry E1g at the G-point 
of the Brillouin zone) was recorded at 1573 cm-1 for the original CNTs, which 
corresponds to the tangential oscillations of carbon atoms in graphene layer 

Fig. 3.30. Raman spectra of CNTs of 
diff erent degrees of oxidation foam, 
A · h/kg: a — 120, b — 90, c — 60, d — 30, 
e — initial CNTs (taken at diff erent points 
of sample)
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rings [93]. Th e D-band at 1348 cm-1 was also recorded for the original CNTs, 
which characterizes the disorder in graphene multilayer structures and is ab-
sent for an ideal hexagonal graphite lattice [94]. Th is mode corresponds to the 
“breathing” oscillations of graphene layer rings at the point K of the Brillouin 
zone. Th e relative intensities and full width at half maximum (FWHM) of the D 
and G bands refl ect the degree of ordering of graphite-like structure ( expansion 
of the bands corresponds to a greater degree of disorder).

As follows from Fig. 3.30 and Table 3.12, the intense G-mode for the original 
CNTs is slightly higher than the intense D-band and this relationship persists 
until oxidation at 90 A · h/g, indicating a slight disorder of the structure requir-
ing defects. At a low content of defects, which include the ideal packing of layers 
in highly oriented-new graphics, the D-band is not observed. Only 120 A · h/kg 
of electricity changes the intensity ratio: the D-bands become higher. Naturally, 
ID/IG is smaller up to 90 A · h/kg and becomes larger under conditions of trans-
mission of 120 A · h/kg of electricity.

If the FWHM of line D remains almost unchanged, then as the degree of 
oxidation of the G-band nitrogen becomes larger and there is a shift  towards 
higher frequencies, the defectiveness of the CNTs increases.

Th e second-order vibration mode D (2D band) is recorded for CNTs in 
the range of 2700…2711 cm–1 with a higher intensity than usual [95] and is 
observed for the second-order vibration. Th is may indicate the similarity of car-
bon nanostructures, which show a strong electron-phonon interaction and a 
strong dispersion dependence of the D-mode. More conductive materials have 
a stronger electron-phonon interaction than semiconductors.

Single-wall carbon nanotubes have a low-frequency high-intensity mode, 
which, according to [96], is associated with oscillations of the tube as a whole 
a noticeable intensity of the low-frequency mode, which has a maximum 
at ~100 cm–1, which obviously indicates the presence of single- and double-wall 
CNTs in the samples, is also characteristic for the multiwall CNTs studied.

3.5.3. Modification of CNTs with nitrogen 

Carbonaceous materials have been popular for the oxygen reduc-
tion reaction, in particular in developing catalytic systems. Carbon nanotubes 
attract more and more attention due to their outstanding mechanical, physical 
and chemical properties. As known, CNTs are found to show catalytic proper-
ties. Additional treatment, namely functionalization and doping with heteroa-
toms, modifi es the CNTs electronic system, facilitates the electron transfer, and 
in this way increases the oxygen electro-reduction reaction [97—99]. Oxidation 
is the most common method of chemical modifi cation of CNTs. As a result of 
such treatment, diff erent oxygen content groups are formed on the surface of 
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CNTs. Most oft en carboxyl, hydroxyl, carbonyl, and lactone groups are observed 
on the surface of oxidized CNTs. In order to accelerate the activity and stability 
against degradation, the introduction of nitrogen, sulfur, boron, or phospho-
rus atoms to the nanotube structure has been proposed [100, 101]. As a rule, 
nitrogen doping is carried out by using two methods. Th e fi rst one is the CNTs 
doping during their synthesis by arc or chemical vapor deposition. Th e second 
one is the doping of pre-synthesized CNTs through their treatment by nitrogen-
enriched precursors (urea, melamine, pyridine, ammonia, etc.) [102—104].

Nitrogen atoms are similar to carbon ones by size, consequently, such 
atoms successfully replace the carbon ones in crystal lattice [102, 105]. Th e 
π-electrons of carbon atoms conjugate with unshared electron pairs of nitrogen 
atoms [104, 105], built into the carbon lattice. In this case, nitrogen exhibits 
the properties of an electron donor in relation to carbonaceous material [106]. 
Nitrogen on the surface of carbon material is represented by a variety of forms 
(pyridine, pyrrole, etc.) [102—108].

Based on the model representations of CVD synthesis of CNTs by analogy, 
a model scheme of growth of nitrogen-containing CNTs was constructed.

First, the metal particles of the catalyst are distributed and retained on the 
substrate, taking a spherical or pear-shaped shape. Deposition of carbon atoms 
occurs only on half the surface of the particles (this is the lower curved side of the 
pear-shaped particles of the catalyst). Carbon atoms diff use in the direction of the 
content gradient and are deposited on the half area located around and below the 
diameter that halves the particle. However, they do not settle in the hemisphere, 
which leads to the formation of an empty core of the tube. In summary, it can be 
argued that nanotube fi laments are formed on metal particles either by “extrusion, 
also known as base or root growth”, in which CNTs grow starting from the metal 
particle that remains in contact with the substrate (Fig. 3.31, b), or by the growth 
mechanism that looks so that the metal particle detaches from the substrate and 
is held on top of the growing nanotube (Fig. 3.31, a).

Carbon and nitrogen atoms involved in the growth of nitrogen-containing 
CNTs are formed by thermal decomposition of nitrogen-containing volatile or-
ganic compounds such as acetonitrile and ethylenediamine:

2CH3−C≡N → 4C + 2N + 3H2;
NH2−CH2−CH2−NH2 → 2C + 2N + 4H2.

Th e carbon and nitrogen formed are dissolved in the molten metal particle 
of the catalyst, aft er which they participate in the nanotube formation as shown 
in Fig. 3.31. Nitrogen atoms are embedded in the graphene plane of the CNT 
wall, replacing carbon atoms, and can be in diff erent states: pyridine, quaternary 
or pyrrole. Th e hydrogen formed leaves the reactor together with the remains of 
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undecomposed raw materials and decomposition by-products (various hydro-
carbons, ammonia, molecular nitrogen, dicyan).

Modifi cation of CNTs obtained from propylene was performed by injecting 
acetonitrile in the liquid state into a stream of argon carrier gas saturated with 
propylene and hydrogen, which was fed to the CNTs synthesis reactor.

It is usually diffi  cult to predict how the reaction will proceed in such a sys-
tem, however, the inclusion of nitrogen in the hexagonal lattice of CNTs should 
lead to certain changes in the physicochemical properties of CNTs. Table 3.13 
shows a protocol for determining the value of the specifi c surface area of the 
samples obtained as described above. 

As seen, the specifi c surface area of CNTs modifi ed with acetonitrile de-
creases from 310 ± 3 m2/g, the typical value of the specifi c structure of CNT kept 
under standard conditions, to 174 and 144 m2/g during the change of increasing 
nitrogen content from 10% wt. to 20% wt.

Th e curves of the Raman spectra change signifi cantly (Fig. 3.32), and their 
intensity decreases sharply.

Table 3.14 shows the main parameters of the characteristic bands that ap-
pear in the micro-Raman spectra of CNTs obtained with the participation of 
acetonitrile. As compared with the parameters of Raman spectra for the origi-
nal CNTs and their oxidized forms (Table 3.12), the frequency of the D-band 
(1353 cm–1 for both samples) is signifi cantly higher relative to the original CNTs 
(1348 cm–1) and close to the values of the D-band for CNTs with the highest 
degree of oxidation.

Similarly, the frequency of the G-band for both samples increases compared 
to the original CNTs, and it is higher for the sample with a calculated content of 
20% wt. nitrogen. Th is indicates a strong tension of the CNT lattice, which can 
be related to the nitrogen embedded in the CNT “body”.

Fig. 3.32. Raman spectra of samples of CNTs modifi ed with nitrogen in the amount of: 
a — 10% wt.; b — 20% wt., taken at three diff erent points
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undecomposed raw materials and decomposition by-products (various hydro-
carbons, ammonia, molecular nitrogen, dicyan).

Modifi cation of CNTs obtained from propylene was performed by injecting 
acetonitrile in the liquid state into a stream of argon carrier gas saturated with 
propylene and hydrogen, which was fed to the CNTs synthesis reactor.

It is usually diffi  cult to predict how the reaction will proceed in such a sys-
tem, however, the inclusion of nitrogen in the hexagonal lattice of CNTs should 
lead to certain changes in the physicochemical properties of CNTs. Table 3.13 
shows a protocol for determining the value of the specifi c surface area of the 
samples obtained as described above. 

As seen, the specifi c surface area of CNTs modifi ed with acetonitrile de-
creases from 310 ± 3 m2/g, the typical value of the specifi c structure of CNT kept 
under standard conditions, to 174 and 144 m2/g during the change of increasing 
nitrogen content from 10% wt. to 20% wt.

Th e curves of the Raman spectra change signifi cantly (Fig. 3.32), and their 
intensity decreases sharply.

Table 3.14 shows the main parameters of the characteristic bands that ap-
pear in the micro-Raman spectra of CNTs obtained with the participation of 
acetonitrile. As compared with the parameters of Raman spectra for the origi-
nal CNTs and their oxidized forms (Table 3.12), the frequency of the D-band 
(1353 cm–1 for both samples) is signifi cantly higher relative to the original CNTs 
(1348 cm–1) and close to the values of the D-band for CNTs with the highest 
degree of oxidation.

Table 3.13. Protocol for determining the specifi c 
surface area of CNTs and CNTs modifi ed with nitrogen

Sample Weight, mg
Specifi c surface area, m2/g

Value Average value
Initial CNTs 22.0 307 310

23.2 312
Initial CNTs purifi ed 21.8 308 313

23.4 317
Initial CNTs «short» 20.7 274 273

22.2 272

CNTs + 10% wt. nitrogen * 24.4 177 174
23.4 170
23.4 317

CNTs + 20% wt. nitrogen * 22.0 143 144
22.1 144
22.2 272

* Calculated data.



Table 3.14. Th e main parameters of the characteristic bands manifested 
in the micro-Raman spectra of CNTs obtained with the participation of acetonitrile

Number samples
Parameters 1 2

Synthesis conditions
Catalyst Al–Fe–Mo–O, Tsynth = 650 °C

10% wt. nitrogen * 20% wt. nitrogen *

D, cm–1 1353 1353
G, cm–1 1580 1585
2D, cm–1 2705 —
DFWHM, cm–1     80 112
GFWHM, cm–1     75 108
ID, a. u. 5.0 3.1
IG, a. u. 4.7 3.0
ID/IG 1.06 1.03

* Calculated data.

Fig. 3.33. TEM images of CNTs: a — initial; b — synthesized with acetonitrile

Fig. 3.34. CNT derivatograms: a — DTA; b — TG; 1 — initial CNTs, 2 — synthesized 
with acetonitrile (20% wt. nitrogen according to the calculated estimate)
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Similarly, the frequency of the G-band for both samples increases compared 
to the original CNTs, and it is higher for the sample with a calculated content of 
20% wt. nitrogen. Th is indicates a strong tension of the CNT lattice, which can 
be related to the nitrogen embedded in the CNT “body”.

In the Raman spectra for nitrogen-modifi ed CNTs, the FWHM of the 
G-band and D-band increases signifi cantly compared to the original CNTs and 
even to the CNTs having a high degree of oxidation, which indicates a signifi -
cant disorder of the structure of this product.

TEM images of the original and nitrogen-modifi ed CNTs are shown in 
Fig. 3.33. It can be argued with some stretch that synthesis involving nitrogen 
compounds increases the fragmentation of CNTs.

A comparison of nitrogen-modifi ed derivatograms and initial nanotubes is 
demonstrated in Fig. 3.34.

It should be noted that the yield of CNTs per unit mass of catalyst used in the 
synthesis, i.e. acetonitrile, decreased signifi cantly. Th erefore, the next step was to 
increase the synthesis temperature by 100 °C, i.e. up to 750 °C. Th e synthesis was 
carried out using 100% acetonitrile and 100% ethylenediamine as a hydrocarbon 
source at a temperature up to 750 °C on the Al-Fe-Mo-O catalyst.

TEM images of the product obtained with acetonitrile and ethylenediamine 
are shown in Figs. 3.35 and 3.36, respectively. As seen, the synthesized fi lamen-
tous formations have a pronounced fragmentary structure.

If we turn to the classifi cation of nanosized carbon fi lamentous structures, 
according to [109], the resulting structures can be attributed to bamboo-like 
nanofi bers or carbon nanotubes with spherical sections.

As follows from the DTA diagrams (Fig. 3.37), intensive oxidation of nitrogen-
containing structures begins 100 °C earlier than that of the original CNTs. However, 
the heat capacity of this process is signifi cantly higher than for the former.

In other studies, in which nanosized carbon materials with nitrogen in-
clusion were obtained by CVD: decomposition of ethylene-ammonia mix-
tures on metal catalysts [110], pyrolysis of xylene/pyridine and ferrocene 
[111] according to the modifi ed feed technology of the precursor, from ac-
etonitrile [108], pyridine or N, N-dimethylformamide with a Fe-, Co- or Ni 
catalyst in the temperature range (823—1123) K, similar structures were also 
observed. Moreover, the authors in [110] in N-CNTs recorded a uniform 
distribution of nitrogen and the formation of ordered defects. According to 
the performed structural modeling, the ordered defects contain four carbon 
vacancies and pyridine-like nitrogen. On the contrary, it was found that N-CNFs 
(carbon fi bers) have an uneven distribution of nitrogen; their structural 
defects are disordered and also contain pyridine-like nitrogen. In [111], it 
is noted that the system creates a nitrogen content gradient that modifi es 
the CNTs from the hollow cylinder to a bamboo-like structure containing 
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a number of compartments, the lengths of which gradually decrease as the 
nitrogen content increases.

Physicochemical properties of the obtained N-CNTs, such as C/N ratio 
or type of nitrogen, are related to the synthesis parameters. Th e authors [110] 
found that the C/N ratio increases with increasing temperature, which may be 
due to the thermodynamic stability of metal carbides and metal nitrides. Also, 
the type of nitrogen present in the graphene layer changed with increasing tem-
perature from mainly pyridine to Quaternary nitrogen. N-CNTs prepared with 
Fe-catalyst showed bamboo morphology regardless of C/N source or growth 
temperature, whereas straight tubes were obtained with Co or Ni catalyst. Th e 
authors [110] suggest that this diff erence in morphology can be explained by 
the thermodynamic stability of diff erent metal carbides, which leads to a “pul-
sating” growth for the case of Fe in contrast to the more continuous growth in 
the case of Co or Ni catalysts.

Th e aim of our work [112] was to synthesize nitrogen-containing CNTs by 
various methods, investigate their structure characteristics, and study the cata-
lytic properties of N—CNTs. For comparison with the N—CNTs samples de-
scribed above, one sample of nitrogen-containing CNTs was synthesized from 

Fig. 3.35. TEM images of the product obtained using 100% acetonitrile

Fig. 3.36. TEM image of the product obtained using 100% ethylenediamine
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Fig. 3.37. CNTs derivatograms: a — DTA; b — TG; 1 — initial CNTs, 2 — synthesized 
using 100% acetonitrile, 3 — synthesized using 100% ethylenediamine.

the original CNTs by oxidation with nitric acid followed by impregnation with 
urea (10% wt.) and heat treatment at 700 °C according to the method previously 
developed for activated carbon [102].

Th e synthesized N—CNTs contain a certain amount of amorphous carbon 
and catalyst components. Purifi cation of the original samples was performed 
by treating them with HCl solutions and NH4HF2 followed by washing the re-
agents with distilled water.

In kinetic experiments, aqueous solutions of hydrogen peroxide with a 
content of 0.1÷0.5% were used to study the catalytic properties of N—CNTs 
synthesized from ethylenediamine and 0.2÷1.5% to determine the properties of 
N-CNTs synthesized from acetonitrile. Th e experiments were performed at pH 
5.0, 6.0, 7.0, and 8.0, which were stabilized with phosphate buff er and at room 
temperature. Stable suspensions of N-CNTs were used for the reaction.

To perform this, samples were dissolved in phosphate buff er (the volume of 
the solution varied as dependent on the content of H2O2 in the reaction mixture). 
Hydrogen peroxide was then added to the suspension so that the total volume of 
the reaction mixture was 50 ml. In the case of N—CNTs, the process of H2O2 de-
composition was investigated using the microvolumometric method [113]. Th e ex-
periments were performed in a sealed thermostated cell with stirring connected 
to a microburette (measurement error 0.01 ml), which was used to measure the 
microvolumes of oxygen released during the reaction. In the study of catalase activ-
ity a standard method for determining the content of H2O2, namely titrimetry, was 
[99, 113], and evaluation of catalytic activity was performed by determining the 
kinetic characteristics (rate constants, Michaelis constant) of this reaction. To com-
pare the values of the reaction rate constants for all objects, the optimal sample and 
the optimal range of H2O2 contents were chosen, at which the reaction rate linearly 
depends on the substrate content. To determine the reaction rate constant, the rate 
of decomposition of hydrogen peroxide at diff erent pH was measured.
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High-resolution XPS was used to determine the chemical composition of 
the CNTs surface. Th e state of the surface of the washed from mineral impurities 
and dried CNTs was investigated on an XPS spectrometer “SERIES-800” Kratos 
Analytical using monochromatic MgKα-radiation with an energy of 1253.6 eV.

According to the obtained results (Table 3.15, Fig. 3.38), treatment of oxi-
dized CNTs samples with urea leads to the appearance of 0.6% at. nitrogen in 
their structure. Despite the fact that the vast majority of nitrogen atoms are on 
the side surfaces of CNTs, as well as located along the surface.

When modifying CNTs by directly introducing ethylenediamine and ac-
etonitrile in the liquid state into a stream of argon and hydrogen carrier gas, we 

Table 3.15. Chemical composition of the surface of synthesized nanotubes (% at.) [112]

Sample C, % at. O, % at. N, % at.

CNTs 98.78 1.22 0.00
N-CNTs (urea) 98.27 1.11 0.62
N-CNTs (acetonitrile) 95.13 1.86 3.22
N-CNTs (ethylenediamine) 93.68 1.65 4.46

Table 3.16. Th e content and chemical state of nitrogen and oxygen atoms in 
CNT depending on the nitrogen-containing compound used for CNT synthesis [112]

Sample Pyridinic,
% at.

Pyrrolic and 
quaternary, % at.

N-oxide,
% at.

N,
% at.

N-CNTs (urea) 51.6 33.9 14.5 0.62
N-CNTs (acetonitrile) 13.5 43.5 43 3.22
N-CNTs (ethylenediamine) 18.4 48.3 33.2 4.46

Fig. 3.38. XPS N1s spectra of nitrogen-containing CNTs: a — synthesized with the partic-
ipation of ethylenediamine; b — synthesized with the participation of acetonitrile [112]
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observe an increase in the number of nitrogen atoms embedded in the structure 
of nanotubes. When nitrogen atoms are included in a carbon nanotube (precur-
sor acetonitrile), we observe a 5-fold increase in the heteroatoms and a 7-fold 
increase in case of precursor ethylenediamine. 

From the N1s spectra (Fig. 3.38) of the obtained nitrogen-containing CNTs, 
one can see how the state of nitrogen atoms changes depending on the condi-
tions of their synthesis (Table 3.16)

From the above data, it can be seen that in the direct synthesis of nitro-
gen-containing CNTs, not only the total content of nitrogen atoms but also the 
proportion of pyrrolic and quaternary nitrogen increases signifi cantly against 
the background of a signifi cant decrease in the amount of the pyridinic form. 
Th is can be explained by the fact that, in the direct synthesis, nitrogen is uni-
formly distributed throughout the entire volume of the carbon matrix of CNTs, 
whereas aft er CNTs nitriding with urea-predominantly in the surface layers and 
near defects. Since the pyridinic form is characteristic of the edge arrangement 
of nitrogen atoms in the graphene plane, it is obvious that for samples with a 
uniform distribution of nitrogen in the volume, the ratio between pyridinic and 
pyrrolic/quaternary forms will be shift ed towards the latter.

Catalytic properties of N—CNTs. From the data obtained for the catalytic de-
composition of hydrogen peroxide on initial and nitrogen-modifi ed CNTs, the re-
action rate constants and affi  nity coeffi  cients were calculated for diff erent pH solu-
tions. Based on these data, the corresponding dependences were built (Fig. 3.39).

Th e presented dependences show that for all pH values, nitrogen-contain-
ing CNTs show greater activity in catalysis of hydrogen peroxide decomposition 
than unmodifi ed tubes. 

Th e catalytic activity rapidly increases with an increase in the content of 
nitrogen heteroatoms, which fully corresponds to the theoretical models of the 

Fig. 3.39. Th e velocity constant (a) and the affi  nity coeffi  cient Aaff  (b) vs pH for diff erent 
N—CNTs [112]



196

CHAPTER 3. Influence of technological parameters of the synthesis process on the characteristics...

eff ect of heteroatoms on the electron-donating properties of the carbon matrix. 
It should also be noted that nitrogen-containing CNTs reach their maximum 
catalytic activity at pH values close to 7, which is important for the use of such 
materials for catalysis in biological media.

From the data obtained, it can be concluded that the method of direct syn-
thesis of nitrogen-containing CNTs makes it possible to obtain more catalyti-
cally active carbon nanotubes containing a larger amount of nitrogen, predomi-
nantly of the pyrrole and quaternary type. It was found that, regardless of the 
synthesis method, the maximum catalytic activity in the decomposition of hy-
drogen peroxide is observed at pH 7.

Conclusions 

From the above, we can conclude that the methods of TEM, 
SEM, XRD, Raman scattering, thermal desorption of argon or nitrogen, X-ray 
photoelectron spectroscopy, thermogravimetric, and diff erential thermal anal-
yses have shown that the problem of CNTs synthesis with high structural selec-
tivity (practically with the absence of amorphous carbon) is solved.

Th is is achieved by using a complex oxide system of gross formu-
la Al2O3(MexOy)MoO3, where Me is Fe or Ni with the ratio of the metals 
(1…3) Al : (1) Fe (Ni) : (0.04…0.2) Mo act as catalysts in the synthesis of CNTs. 
Th ey can be obtained by co-precipitation from an aqueous solution of a mixture 
of salts of Al, Fe, and Mo in the presence of carboxylic acid or by an aerosol 
method where a source is an aqueous solution containing aluminum formates 
((HCOO)3Al · 3H2O), ammonium molybdate ((NH4)6Mo7O24 · 4H2O), and iron 
citrate (C6H11FeO10), which are sprayed into a vertical through furnace. CNTs 
were produced by catalytic precipitation from the gas phase onto a fl uidized 
bed created by the rotating reactor with carbon sources ethylene, propylene, or 
propane-butane in the temperature range (600…700) °C.

Th e formation of structural parameters of CNTs (diameter, specifi c surface 
area, length, yield, etc.) is set by the adjusting ratio of the active cluster (Fe, Ni) 
ratio (1…3) Al : Me, hydrolysis and thermal decomposition of Al, Fe, Mo salts of 
carboxylic acids at diff erent temperatures. Th ese processes are carried out using an 
electric furnace (aerosol method, temperature ~600 °C), propane-butane burner 
(T ~(1000…1200) °C), synthesis of complex oxide SiO2Al2O3(FexOy) MoO3 in a 
hydrogen burner within ~(1400—1600) °C) and chlorides of the corresponding 
metals as precursors. As a result, the CNT specifi c surface area increased from 
200 to 400 m2/g, the average diameter of CNTs decreased from 20…40 nm to 
10…15 nm, and 0.4—0.5 kg of stable-quality CNTs was synthesized in a 24 dm3 
reactor for 30—60 min.

Th e chapter has considered methods of modifi cation of carbon nanotubes with 
the formation of “carbon-oxygen” bonds such as activation of CNT by a solution 
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of potassium dichromate in sulfuric acid, anodic oxidation in sulphuric acid; mod-
ifi cation with nitrogen in the CVD process with a carbon source of acetonitrile, 
ethylenediamine or their mixtures with propylene on a complex iron-containing 
catalyst. A qualitative model of the growth of nitrogen-containing CNTs and the 
possibility of using them to catalyze enzymatic reactions is proposed.
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NANOPARTICLES 
AND NANOCOMPOSITES BASED 
ON EXPANDED GRAPHITE44
4.1. Synthesis, phase composition, 
structural features, and properties 
of modified forms of expanded graphite

One of the ways of the development of EG-based composites is a 
modifi cation by organic and inorganic compounds for improv-
ing and expanding the range of carbon material properties. Sev-
eral studies [1—5] have been devoted to the determination of the 
correlations of the phase composition, structure, and properties 
of modifi ed EG with the physical and chemical conditions. It is 
known that the nature of the initial transformations of modifying 
compounds is largely determined by the composition of the reac-
tion gas environment, in which the modifi cation process is car-
ried out. Th e thermodynamic analysis of the gas was carried out 
in a gas fl uidized bed furnace or an electric furnace using iron and 
zinc chlorides as starting compounds for modifi cation [2]. Th e 
analysis was performed to estimate the probability of the presence 
of diff erent iron and zinc compounds in the reaction mixture in 
the range of 773—1373 K at normal temperature and pressure 
conditions. Th e process of modifying graphite in a gas fl uidized 
bed furnace takes place in a medium of natural gas combustion. 
By adjusting the ratio of natural gas and the oxygen in the air, it is 
possible to change the gaseous medium composition and vary the 
EG surface phase composition (Table 4.1) [2—4]. 

Table 4.1 shows that for the ratio of 1: 5 of initial CH4 and 
O2 and an increasing amount of oxygen in the system with re-
spect to methane, the character of gas environment is oxidiz-
ing (Example 2), at CH4 : O2 = 1 : 4 it is close to neutral (Table 
4.1, Example 1), while at the ratio CH4 : O2 = 1 : 3 and oxygen 
decrease reduction relative to methane it is reducing (Exam-
ples 3 and 4). So, obviously, the greatest diff erence in phase 
transformations of the modifi ed and the original compounds 
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is expected in these areas. Th e choice of the optimal ratio of the initial com-
ponents for the oxidizing environment by controlling the excess of oxygen is 
determined by the decrease in temperature in the reaction zone for a specifi c 
furnace design and the total heat release. As for the reaction medium with an 
excess of CH4 relative to O2, it is limited by the possibility of soot formation 
and the loss of the energy carriers. 

Table 4.1. Th e phase composition of the coating depending 
on the modifying conditions in a gas furnace with a fl uidized bed 

No.

 Phase composition of gaseous 
medium for the system of air oxygen 

 Th ermodynamically 
probable composition 

of condensed phase 

Experimentally deter-
mined phase composi-

tion of modifying coating 
Initial compo-

nents,% wt.
Main components of 
methane combustion 

gas medium

Initial modifying compound

CH4 O2 FeCl3 ZnCl2 FeCl3 ZnCl2

1 10 40 CO2, H2O Fe3O4 ZnO Fe3O4 Traces 
of ZnO

2 10 50 O2, CO2, H2O Fe2O3 ZnO — —

3 10 30 CO, H2, CO2, H2O FeO — Fe3O4, FeO, 
traces of Fe

Traces of 
ZnO, Zn

4 10 20 CO, H2, CO2, H2O Fe — — —

Table 4.2. Th e phase composition of the coating depending 
on the modifi cation conditions in the electric furnace reactor

No.

 Phase composition of the gaseous 
medium to the system of air oxygen

 Th ermodynamical-
ly probable compo-
sition of condensed 

phase

Experimentally determined 
phase composition 

of modifying coating

Initial compo-
nents, % wt. 

 Main components 
of the graphite oxi-

dation medium 

Initial modifying compound

C O2 FeCl3 ZnCl2 FeCl3 ZnCl2

1 10 26.7 CO2, H2O Fe2O3, 
Fe3O4

ZnCl2, 
ZnO

Fe3O4, traces 
Fe2O3

ZnO

2 10 40 O2, CO2, H2O Fe2O3 ZnO, 
ZnCl2

Fe2O3, traces 
Fe3O4

ZnO

3 10 15 CO, H2, CO2, H2O Fe, 
FeCl2

ZnCl2 Traces Fe2O3, 
Fe3O4, α-Fe

Traces 
ZnO, ZnCl2

4 10 10 C, CO >> CO2, H2 Fe ZnCl2 α-Fe, traces 
γ-Fe

Traces 
ZnO, ZnCl2



204

CHAPTER 4. Nanoparticles and nanocomposites based on expanded graphite

It was revealed from the thermodynamic analysis that for the FeCl3 system-
the reaction medium, in this temperature range (773—1373 K), the formation 
of the following phases is the most likely: Fe3O4 in optimal conditions of the gas 
furnace (complete combustion), Fe2O3 in an oxidizing medium, and FeO and Fe 
in a reducing one. Th is is confi rmed experimentally (Table 4.1). 

For the zinc chloride system, the thermodynamic analysis enables the for-
mation of only the solid zinc oxide phase in an oxidizing medium, but in a 
reducing medium, the formation of the solid phase in the temperature range 
773—1373 K is thermodynamically impossible.

Th e results of thermodynamic analysis and experimentally determined 
phase composition of coatings for modifying the electric reactor conditions are 
shown in Table 4.2. Under experimental conditions, the amount of oxygen may 
vary. When the ratio of the original graphite and oxygen is 1 : 2.67, the medium 
nature is weakly oxidizing close to neutral. With an increase in oxygen, the me-
dium becomes strongly exhibiting oxidation properties (Table 4.2, Example 2). 
Reducing the amount of oxygen in the system to C : O2 = 1 : 1.5 results in chang-
ing the ratio of components in the gaseous medium and providing reducing 
properties. Further reduction of the oxygen leads to increased recovery proper-
ties (Table 4.2). Th e most thermodynamically stable solid phase in an oxidizing 
environment to FeCl3 system-the reaction medium is iron oxide Fe2O3, in the 
near-neutral environment — Fe3O4, and in reducing one — Fe and FeCl2. 

Fig. 4.1. Th e EG surface 
modifi ed with zinc oxide 
with an excess of the modi-
fi er. Magnifi cation: a — 
×100; b — ×300

Fig. 4.2. Th e EG surface 
mo difi ed with zinc oxide. 
Near ly uniform distribution 
of modifi er. Magnifi cation: 
a — ×300; b — ×1000
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Analyzing the system ZnCl2–the reaction medium of variable composition, 
it is seen that over the entire temperature range, the formation of the ZnO and 
ZnCl2 is possible. 

So, from the above thermodynamic calculation, it is seen that the main 
condition for obtaining a condensed phase of the defi ned composition is the 
ratio of the gas components of the reaction medium, which is qualitatively con-
fi rmed by experimental data as well.

Th e investigations carried out in [4, 5] have shown that the distribution of 
modifying coating, which indirectly refers to the mechanism of its interaction 
with the surface, is determined by the structural state of the graphite surface. 
For the system of natural graphite—ZnCl2, the modifi er phase forms spherical 
particles sizing from a few to hundreds of microns, which is typical for conden-
sation on a non-wettable surface. Th e most uniform coating corresponds to the 
system of bisulfate graphite residual compounds—ZnCl2 where the processes 
of the thermal exfoliation of the graphite, that is the formation of its surface 
and modifi cation, occur simultaneously. As mentioned in the previous sections, 
steam explosion and thermal exfoliation of graphite particles are usually ac-
companied by many tear bonds and the formation of an active surface, which 
easily absorbs the modifi er molecules. Th e coating in the form of an island fi lm 
(Figs. 4.1, 4.2) was formed as a result of this process.

By this technique, EG modifi ed with titanium oxide, zirconium, silicon, 
magnesium, cadmium, iron, calcium, tungsten, and a group of rare-earth met-
als has been obtained [6]. 

4.2. Structural transformation of crystalline 
forms of graphite during thermochemical 
interaction with iron and zinc chlorides 

Th e analysis of trends of using graphite intercalation compounds 
(GIC) [7, 8] has shown that they are promising for heterogeneous catalysis. In 
[7, 9], the catalytic activity of GIC in ammonia synthesis reactions, artifi cial 
diamond, and decomposition of formic acid, alcohols, etc. is described. How-
ever, the industrial application of GIC as catalysts is still not popular because 
of the complexity of their synthesis process, especially with transition metals, 
i.e. of their high cost and lack of thermal stability with metal chlorides [10, 11]. 
Th erefore, expanded graphite (EG) can be used as an active metal carrier [8]. 

Th e high-temperature chemical modifi cation may be provided in order to 
obtain non-conventional properties of EG-based composite materials, such as 
ferromagnetic and catalytic at the stage of EG [3—5]. Th e essence of this process 
consists in the fact that the rapid heating of the disordered intercalation com-
pound graphite-sulfuric acid (GIC-H2ЅO4), which is a precursor for EG, is held 
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in a liquid or a gaseous modifi er. Electron microscopic studies of the EG particles 
aft er modifi cation by the iron and zinc chlorides have shown the presence of these 
compounds not only on the particle surface but also in their volume [12, 13]. To 
interpret the volume distribution of modifying compounds, we consider the two 
ways of the process. Firstly, within the framework developed in [8], the process 
of thermal exfoliation of graphite can be considered as a “capture” of liquid or 
gaseous modifi er at “disclosure” or “collapse” of internally-crystalline voids of the 
graphite matrix during heating and expansion of the disordered GIC-H2ЅO4 at 
the EG formation. Secondly, the secondary intercalation nonequilibrium process 
with a subsequent partial deintercalation of the modifi er for a short time of the 
EG formation was proposed in [1]. Such a possibility seems at the fi rst glance to 
be almost unbelievable in view of the experimental experience of obtaining GIC 
with metal chlorides only. For example, according to [7], in the current methods 
for producing GIC-FeCl3, the anhydrous iron chloride is used exclusively and the 
intercalation process requires several hours involving the reaction of liquid or 
gaseous chlorine pressurized. Th us, according to [14], the presence of water vapor 
and the addition of oxygen inhibit the reaction. 

In order to clarify the nature of the volume distribution of modifying com-
pounds in the graphite matrix, the studies of the iron and zinc chlorides with 
disordered GIC-H2ЅO4 and natural graphite GAK-2 have been carried out [15, 
16]. We studied the temperature dependence of the electrical conductivity (σ) 
and thermoelectric power (S) in the temperature range of 500—1500 K under 
a pressure of 10 MPa on disordered GIC-H2ЅO4 samples interacting with iron 
and zinc chlorides, and extension at a constant volume, as described in [17]. As 
can be seen from Fig. 4.3, the main feature of σ (T) and S (T) dependences for 
samples with iron III chloride is a periodic, stepwise increase in the conductiv-
ity and, respectively, a periodic change in the thermopower. For samples with 

Fig. 4.3. Temperature dependence of the electrical conductivity and thermopower of 
GIC—H2SO4 disordered samples with ferric chloride: ○ heating, ● cooling
Fig. 4.4. Temperature dependence of the electrical conductivity and thermopower of the 
GIC—H2SO4 disordered samples with zinc chloride: ○ heating, ● cooling
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zinc chloride (Fig. 4.4), such a statement is less clear, but, in our view, the rapid 
growth of conductivity within 600—800 K can be considered a “jump”. Th is 
type of conductivity dependence or changes in sample mass is typical for the in-
tercalation process and refl ects its stages. Th ere is a transition from the higher to 
the lower stage of intercalation, which is abrupt and corresponds to an increase 
in the total concentration of the intercalant [18]. 

Note that the reverse temperature dependence of σ, for a system with ferric 
chloride and zinc chloride does not reproduce a stepwise nature of σ (T), but, 
in contrast to the pure GIC-H2ЅO4 [17], the conductivity of modifi ed samples 
under cooling acquires larger values than when heated. If we compare the two 
systems, assuming secondary intercalation, the structural transformations in-
volving zinc chloride are less important than the interaction of GIC-H2ЅO4 with 
iron III chloride. Such an activity ratio of iron and zinc chlorides is observed in 
the interaction with natural graphite. XRD analysis of natural graphite samples 
aft er heating in a mixture with zinc chloride found no signifi cant changes in the 
diff raction pattern, but there was a slight change in the half-width of the (002) 
line. Diff raction patterns of the natural graphite samples aft er rapid heating to 
900 and 1300 K in a mixture with a crystalline hydrate of the iron III chloride in 
the air at atmospheric pressure are shown in Fig. 4.5. 

As seen from Fig. 4.5, a, due to the thermochemical interaction of natu-
ral graphite with ferric chloride III, the formation of disordered graphite-FeClx 
compounds occurs. Without determining quantitative ratios of carbon, iron, 
and chlorine, the stoichiometry of these compounds cannot be specifi ed, but 
the fact of their formation is beyond doubt. Further rapid heating of the disor-
dered GIC-FeClx leads to thermal expansion with the formation of EG. XRD 
pattern of this sample is shown in Fig. 4.5, b. Along with the graphite refl ec-
tions, the peaks corresponding to the α-Fe and α-Fe2O3 are observed, which 
are distributed, perhaps, on the surface of graphite particles. Refl ections, which 
correspond to d/n 5.82 and 2.94 Å, indicate the formation of a new inclusion 
compound of graphite due to the bulk distribution of the intercalant residues in 
the graphite matrix. 

Th us, the disordered GIC are formed and then decomposed as a result of 
thermochemical interaction between the crystalline forms under the thermal 
shock of graphite with iron and zinc chlorides resulting in nonequilibrium in-
tercalation or reintercalation. As a result, thermochemical modifi cation of the 
exfoliated graphite during its formation and distribution of the modifying com-
pounds on the surface of EG and in its volume take place. 

It should be emphasized that in contrast to the known reactions of direct 
thermo-oxidative conversion of the natural graphite into exfoliated [19, 20], 
where the oxidizer uses aggressive explosive substances (nitrates, perchlorates), 
the oxidizing agent used by us, FeCl3 · 6H2O, is a relatively inert material. Th us, 
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the proposed method for obtaining GIC with iron and iron chloride is express 
(the reaction runs within a few minutes [15, 16]), safe, and technologically sim-
ple. Th erefore, the next step of this work was to study the crystal structure and 
thermal stability of GIC with iron and iron chloride, obtained by the direct 
thermo-oxidative conversion, and to determine the eff ect of the production pa-
rameters on the product characteristics [21]. 

Synthesis of the samples was performed as follows. Th e mixture of the 
particulate natural graphite and the crystalline hydrate of iron chloride 
(FeCl3 · 6H2O) was put in the quartz ampoules and heated to a predetermined 
temperature with the linear rate in the air. Aft er soaking for 5—10 min at the fi -
nal temperature, the ampoule was cooled rapidly to room temperature, making 
it possible to fi x the structural state of the compound reached. Excess of iron III 
chloride and its decomposition products were washed in a boiling aqueous HCl 
solution and distilled water. We determined the increase in the sample mass 
through the XRD studies (DRON-3M, Co Kα radiation). Th e thermal stability 

Fig. 4.5. XRD patterns of the natural graphite aft er the thermochem-
ical reaction with iron III chloride: a — heating up to 627 °C; b — 
thermal shock at 1027 °C 
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of the samples was investigated using a thermal analysis derivatograph Pau-
lic Erden (Q-1500) in the air in the temperature range of 20—1000 °C and at 
a heating rate of 5—10 °C/min. Calibration of the device was carried out on 
the alumina samples. For comparison, the thermal stability of the investigated 
and initial graphite samples of GIC-H2ЅO4 which was prepared by the sulfate 
method [22] has been provided. 

As seen in Fig. 4.6, a, the weight gain patterns, i.e. the amounts of inter-
calated ferric chloride, depend on the heating rate of the reaction mixture and 
varies from 34 to 24% at the heating rate changes from 20 to 400 °C/min and a 
fi nal heating temperature of 550—600 °C. In particular, in the heating rate range 
of 100—250 °C/min the weight increase is practically unchangeable and equals 
30—32%. Th e intercalant content in the samples depends on the temperature of 
synthesis and the initial amount of intercalant (Fig. 4.6, b). 

Th e maximum content of intercalant up to 50% is achieved at a tempera-
ture of about 500 °C and a mass ratio of 1 : 12 or aft er three cycles of intercala-
tion, with a mass ratio of intercalant and graphite 4 : 1. As follows from the XRD 
patterns (Figs. 4.7, 4.8), during the heating of the graphite mixture FeCl3 · 6H2O, 
the implantation of iron compounds into the graphite matrix takes place with 
the formation of the graphite intercalation compounds. GIC formed are disor-
dered (diff raction refl ections are strongly broadened), and probably represent 
a mixture of diff erent intercalation stages. According to [23], the synthesis of 
GIC-FeCl3 in a classical way, when the temperature does not exceed 300 °C, leads 
to the implantation into the graphite matrix of both the iron (III) chloride and the 
iron (II) chloride wherein the amount of FeCl2 in the GIC may be up to 10% wt. 
Pyrolysis of the GIC-FeCl3 provided at a temperature up to 400 °C causes the loss 
of the intercalant in the form of FeCl3 gas and the decomposition of FeCl3 to FeCl2. 

Fig. 4.6. Dependence of the sample weight gain: a — on the heating rate of the reaction 
mixture for weight ratio of graphite and FeCl3 · 6H2O as 1 : 4; b — on the heating tem-
perature of the fi nal mixture for weight ratio of graphite and FeCl3 · 6H2O as: ○ — 1 : 4; 
◑ — 1 : 8; ◐ — 1 :12; ● — 1 : 4 — two cycles of the intercalation
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Besides, GIC-FeCl2 stability is high enough (FeCl2 remains in the graphite matrix 
even when heated up to 1000 °C) [23]. Th erefore, it can be assumed that as a re-
sult of synthesis in the temperature range of 400—600 °C, the fi nal intercalation 
compounds will be composed predominantly of FeCl2. Based on this assumption, 
the structural state of the samples synthesized at 480 °C can be interpreted as a 
mixture of 4—6 stages of GIC-FeCl2 intercalation (Fig. 4.7, curve 1). 

Changing the structural state of samples depending on the initial intercal-
ant concentration is shown in Fig. 4.7 (curves 1—4). Crystalline graphite volume 

Fig. 4.7. XRD patterns of the natural graphite sample aft er reaction with FeCl3 · 6H2O 
at 480°C and weight ratio of graphite and FeCl3 · 6H2O: 1 — 1 : 4; 2 — 1 : 8; 3 — 1 : 10; 
4 — 1 : 12; 5 and 6 — 1 : 4, two or three cycles of intercalation



211

4.2. Structural transformation of crystalline forms of graphite during thermochemical interaction...

decreases with increasing mass ratio of FeCl3 · 6H2O and graphite from 1 : 4 to 
1 : 12, provided that the maximum concentration of the graphite intercalant phase 
disappears (Fig. 4.7, curve 4). At the same time, a decrease in the staging of GIC-
FeCl2 from 4—6 to 2—4 stages is observed. Th e appropriate d/n value of the most 
intense line decreases from 327 pm to 324 pm. Th e maximum (001) refl ection is 
also shift ed to higher angles and the 2θ value varies from 4.4 to 5.2°. 

A similar process of structural change is observed with repeated inter-
calation (Fig. 4.7, curves 5, 6). Th e second cycle of intercalation leads to the 

Fig. 4.8. XRD patterns of natural graphite sample aft er reaction with FeCl3 · 6H2O for 
weight ratio of graphite and FeCl3 · 6H2O as 1 : 4 and temperatures: 1 — 300 °C; 2 — 
400 °C; 3 — 500 °C; 4 — 600 °C; 5 — 1000 °C
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disappearance of the graphite phase and a decrease in the staging of the GIC-
FeCl2. However, carrying out several cycles of intercalation, unlike a single 
process, with the same total number of intercalants leads to the formation of 
a homogeneous, but a more disordered structure of these samples (very few 
broadened refl ections are observed at the diff raction pattern resembling the 
diff raction pattern of XRD-amorphous materials). Th e synthesis temperature 
increasing from 300 to 600°C, provided the same intercalant amount, results in 
a decrease in the staging of GIC-FeCl2 as seen in Fig. 4.8 (d/n values of the most 
intense line decrease from 330 pm to 327 pm). Th is changes the ratio between 
amounts of graphite and GIC phases. A similar process is observed aft er anneal-
ing at the fi nal temperature. Th e disorder and GIC staging are reduced, i.e. the 
structural changes take place by the layered type.

Th us, at thermochemical interaction of natural graphite with the crystalline 
hydrate of iron (III) chloride (FeCl3 · 6H2O) within 300—600 °C, a disordered 
GIC-FeCl2, which is the mixture of 4—6 GIC stages, is formed. Increasing the 
initial intercalant content from 1 : 4 to 1 : 12 and the synthesis temperature 
reduces GIC stages to a mixture of steps 2—4 Heat treatment of the samples at 
800—1000 °C results in the formation of intercalation compounds of graphite-
iron (Fig. 4.8, curve 5). Stage 1 GIC-Fe is formed corresponding to the refl ection 
(001), its d is 582—585 pm. Th ere is also a graphite phase (d002 = 335 pm) and 
refl ections related to the iron oxide α-Fe2O3. Th e iron oxide phase is distributed 
on the surface of graphite particles in the form of a fi lm [16]. If the heat treat-
ment process is performed in two stages: heating to 300—500 °C, washing of 
the residual product, and then thermal shock at 800—1000 °C, the phase com-
position of the resultant compound varies. Th e volume of the graphite phase 
is reduced, and the α-Fe phase prevails on the sample surface [16]. Th at is, we 
have obtained the so-called graphimet materials, which have commercial use 
as catalysts [24]. Maximum sample weight gain is 36—37%, which corresponds 
to the C8Fe composition. Th is experimental fact, unlike representations of [11] 
indicates that GIC-Fe may be prepared via reduction of GIC by heat treatment 
with iron chlorides.

Table 4.3 and Figs. 4.9—4.10 present the experimental results for the thermal 
stability of the synthesized samples. To quantify the thermal stability, the tem-
peratures at which there is an infl ection in the TG curves t1, t2, t3, t4, t5 were used. 
Extreme points on the diff erential TG curves (tI

max, tII
max, tIII

max, tIV
max) are the tem-

perature of the maximum destruction rate in the given temperature interval.
As seen in Fig. 4.10 and Table 4.3, the temperature of the beginning of the 

intensive weight loss of the compounds of graphite intercalated with iron chlo-
ride is about 500 °C, which is 100—150 °C above this value for the compounds 
produced in a classical way [23]. Moreover, as in [25], a large weight loss is 
observed in the compounds that have a greater intercalant concentration in the 
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initial state. According to the analysis of the temperature dependence of the 
weight loss of the synthesized GIC-FeCl2 in terms of the linear pyrolysis [26], 
by DTA and XRD methods, the thermal degradation process can be divided 
into three temperature ranges: 100—300 °C corresponds to the loss (up to 5% 
by weight) of adsorbed excess of the intercalant and its degradation products; 
300—500 °C — to the weight loss associated with the structural and phase 
transformations of the disordered GIC (total weight loss is up to 12%); above 
500 °C — to intensive air oxidation (combustion). Structural transformations 
in GIC-Fe during heat treatment to 600 °C are not observed, according to the 
XRD and DTA. 

Weight loss (up to 5%) in this temperature range can be attributed to the 
degradation products adsorbed by the intercalated compound. At high tem-
peratures, intensive air oxidation is observed, i.e., combustion of GIC-FeCl2. It 
should be noted that the thermal stability of GIC-Fe, which can be attributed, 
by its particle structure, to the exfoliated graphite [22], is higher than that of the 
EG produced by the sulfate method (Fig. 4.10). Th is is probably due to the lower 
(3—5 times) specifi c surface of GIC-Fe. 

Th us, by the method of direct thermal-oxidative conversion of natural 
graphite due to its interaction with FeCl3∙ 6H2O the following compounds can 
be obtained: the disordered GIC-FeCl2 intercalant with a maximum of up to 
50% wt. in the temperature range of 300—600 °C and GIC-Fe of the fi rst stage 
with a maximum 36—37% of intercalant (C8Fe) in the temperature range of 
800—1000 °C, which can be used in an oxidizing environment where the tem-
perature is 500—600 °C.

Fig. 4.9. Temperature dependences of the weight loss of the GIC intercalant iron chloride. 
Th e synthesis temperature: 1 — 320 °C; 2 — 450 °C; 3 — 600 °C; 4, 5 — data of [26]
Fig. 4.10. Temperature dependences of weight loss of 1 — natural graphite; 2, 3 — GIC-Fe; 
4 — GIC-H2SO4
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4.3. Composite materials 
expanded graphite-carbon

EG modifi cation by the thermosetting organic compounds allows 
us to create an ultra-thin layer of polymeric material on the developed surface of 
EG. Th us, sequential carbonation of EG modifi ed in a compact form lets the cre-
ation of a composite material comprising two interpenetrating structures of crys-
talline graphite and amorphous carbon material. So, through the combination of 
EG plasticity and hardness of amorphous carbon and considering their high ad-
hesion interactions, it becomes possible to regulate the mechanical characteristics 
of the composite material and to create EG-carbon-carbon fi ber systems. 

Th e manufacture of exfoliated graphite was performed as described in [27, 
28]. To obtain EG fi lled with carbon fi ber (CF) [29], the fi nely chopped CF 
(segments 3—5 mm length) and natural graphite were added to the ammo-
nium persulfate solution. Th e mixture was stirred vigorously. CF concentration 
was 1 wt.% in relation to the weight of the graphite. Aft er heat treatment at 
800 °C for 10 min, the bulk density of EG-CF was 20 g/dm3. To obtain composi-
tions of EG-carbon, EG-carbon-CF, the bakelite lacquer (BL) with a density of 
1.05 g/cm3 was used as an organic fi ller. It was added to the EG powder or 
EG-CF and mixed in a mechanical mixer until smooth. Concentrations of BL 
were 50, 70, and 80% by weight. Th e mixture was dried at 120 °C for 1 h. Th e 
resulting powders were compacted into cylindrical samples of 20 mm in diam-
eter and height with the same initial density of 1.2 g/cm3. Samples were step-
wise heat-treated in the electric furnace under the conditions of 200 °C for 5 h, 
300 °C for 3 h, 400 °C for 2 h, and 500 °C for 1 h. During heat treatment, due 
to carbonization occurring in BL, the samples’ weight loss and changes in their 
volume take place, therefore the density of samples and the concentration of 
carbon material change as well. Th e initial and fi nal average data for the samples 
are given in Table 4.4. During the calculations, considering the relatively low 
processing temperatures, the graphite mass is considered constant. 

Table 4.4. Initial and fi nal parameters of the EG-carbon-CF composites 

Composite
Polymer content 
in initial mixture, 

% wt.

Initial density, 
g/cm3

Final density, 
g/cm3

Carbon 
content, % wt.

EG-carbon 30 1.2 1,1 22
EG-carbon 50 1.2 1,07 35
EG-carbon 70 1.2 1.0 47
EG-carbon-CF 30 1.2 1.06 21
EG-carbon-CF 50 1.2 0.97 47
EG-carbon-CF 70 1.2 0.99 61
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For comparative analysis, we studied the mechanical characteristics of 
EG samples of the same shape and size with a density equal to the density of 
the fi nal composite materials, using the method of uniaxial compression. Th e 
tests were performed on a 2167 P-50 universal apparatus in the mode of re-
static loading with a given strain rate. In this case, the load vector was parallel 
to the pressing axis of samples. Th e deformation diagrams were recorded in 
an automatic mode. 

A comparative analysis of the compression diagrams of samples of “pure” EG 
and EG-carbon composites (Fig. 4.11, 4.12) showed that the carbon component 
makes a signifi cant change in the behavior of the material during compression. 

Th us, for EG samples (Fig. 4.11), with a density of about 1 g/cm3 the com-
pression is like compression diagrams of other low-density materials and, at 
least, is similar to the compression diagram for isotropic porous materials. Th e 
compression diagram of such materials is characterized by three sections cor-
responding to diff erent stages of the deformation process: 1 — the strain of 
“weak” elements of the “frame” structures (small initial non-linear plot with 
positive curvature); 2 — elastic deformation of the “frame”; 3 — the elastic-
plastic deformation of the structure with a predominance of the plastic com-
ponent and the negative curvature of the corresponding portion of the chart 
[17]. During re-static compression of the sample, that is, during loading and 
re-loading, there is a lentil shape of the hysteresis loop with a large area, indicat-
ing the considerable deformation energy dissipation in the material, which is 
associated with the structure restructuring during deformation. In this case, the 
proportion of the elastic deformation component (Kel), which can be defi ned as 
the ratio of the elastic component of deformation aft er unloading (εel) to gener-
ally achieved at the time of unloading deformation (εtot), continuously decreases 

Fig. 4.11. EG compression diagram under 
re-static loading
Fig. 4.12. Diagram of compression of the EG-carbon composite material under re-static 
loading
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with increasing deformation at high strains (more than 10%), and the plastic 
component dominates in the deformation process. 

Th e addition of the carbon component in the range of concentrations stud-
ied changes the behavior of the material during compression (Fig. 4.12). Th e 
strain diagrams are similar to those for compression of plastic material capa-
ble of deformation without fracture [30]. Th e positive curvature in the area of 
elastic-plastic deformation is typical for such materials. As seen in Fig. 4.12, for 
the investigated compositions, the hysteresis, which also has a lentil shape for 
small deformation, is observed. However, with the strain growth, the loop starts 
to curve and the hysteresis loop axis goes beyond its limits. Th is apparently 
indicates the formation of closed cavities, that is, defects of lens-like shape in 
the studied materials at large deformations. Such defects during re-load are de-
formed as a lenticular spring and give this form to the hysteresis loop. At small 
deformations, the strain in the EG-carbon compositions does not diff er from 
that in the initial EG samples. However, at large deformations, the EG-carbon 
composites have much greater strength. 

As can be seen from Fig. 4.13, a change in the carbon component concentration 
in the range studied has a slight eff ect on the compression strength, and the stud-
ied compositions have approximately equal strength. Th e proportion of the elastic 
component of deformation of the composites, as well as of “pure” EG continuously 
decreases with increasing deformation; even for large deformations, some stabiliza-
tion of the material elastic properties is observed (Fig. 4.14, curves 1—3). 

As seen from the compression diagram of the EG-carbon-CF composites, 
the addition of small amounts of carbon fi ber signifi cantly aff ects the behavior 
and strength of the composite during compression (Fig. 4.15).

Fig. 4.13. Compression diagram for EG-carbon composites with a carbon content of 
22, 35 and 47% wt.
Fig. 4.14. Dependence of the elastic deformation component on the magnitude of defor-
mation for the samples: 1—3 — EG-carbon, 4—6 — EG-carbon-CF, 7 — EG 
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If at low carbon concentrations, the com-
pression diagrams diff er little from the charts 
for the EG-carbon composites in the nature 
and level of stress diagrams, then with in-
creasing carbon concentration the compres-
sion diagrams become almost linear up to the 
sample destruction; besides the destruction 
becomes fragile. Th us, the strength of samples 
increases by 3—5 times, and the proportion 
of the elastic deformation component pre-
dominates in the process (Fig. 4.14, curves 5 and 6). For the EG-carbon-CF 
composites with a carbon concentration of 61% wt., Kel coeffi  cient increases 
even before the destruction. 

Th us, adding carbon components into EG changes the behavior of the ma-
terials during compression and increases their strength at large strains. Th e car-
bon content in the range investigated (20—60%) has a little eff ect on compres-
sive strength, so the samples have almost the same strength. Deformation of the 
EG-carbon-CF composites with a high carbon content is predominantly elastic; 
their strength is greater than the strength of the EG-carbon materials by 3—5 
times, and the destruction is fragile. 

4.4. Expanded graphite-carbon 
nanotubes composite materials

As shown earlier in Chapter 2, EG preserves all the properties of 
natural graphite and acquires the ability to be pressed and rolled without bind-
ers. Rolled and extruded EG materials with a density of 1.0—1.8 g/cm3, in addi-
tion, have a set of unique elastic-plastic properties and therefore they are widely 
used as sealing materials in current engineering. Increasing wear resistance and 
elastic component of deformation is a proper way to increase the reliability and 
service life of such consolidations.

Th e known methods for obtaining carbon-carbon composite materials 
(CCCM) without binders are reduced to two options: either pyrolytic depo-
sition of carbon from the gas phase due to the decomposition of hydrocar-
bons, or sequential processes of impregnation of carbon material with liquid 
hydrocarbons followed by their decomposition under the heating conditions 
with increasing temperature in the selected range from 700 to 3000 °C [31]. In 

Fig. 4.15. Compression diagrams for EG-carbon-
CF composites with the carbon content: 1 — 21, 
2 — 47, 3 — 61%
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the latter case, the quality of the carbon material directly depends on the fi nal 
processing temperature and the amount of impregnation. Both methods are 
energy- and labor-intensive, so they are used to solve uniquely important, in 
particular, defenсе problems.

4.4.1. Expanded graphite-carbon 
nanotubes composite materials obtained using a binder 

Another way to create carbon composite materials is to use binders [32—
34]. In the technology of production of sealing materials and products from EG, 
the so-called glue of constant stickiness is used, which is an aqueous solution of 
an acrylic copolymer in which isodecyl alcohol ethoxylate is used as a surfac-
tant. It is used to create EG-CNT compositions.

Th e results of treatment of suspensions of the system “water-soluble poly-
mer-surfactant-multiwall CNTs” in a rotary homogenizer aft er preparation 
(a) and a year later (b) (VP is acrylic copolymer; surfactant is isodecyl alcohol 
ethoxylate) are given in Chapter 5, Fig. 5.6, which show that the obtained dis-
persion is stable. 

Layered carbon material. A method for manufacturing a layered carbon 
material, which includes preparing a dispersion of CNTs and applying it to the 
surface of an expanded graphite sheet, according to [32]. To prepare the disper-
sion of CNTs, water and acrylic dispersion were mixed in a volumetric ratio of 
2 : 0.75—1.5 for (0.5—5) min. Th en carbon nanotubes, (8—15) g of carbon nano-
tubes per 1 liter of the aqueous acrylic mixture, were added and homogenized 
for (0.5—5) min. Th e manufactured dispersion of CNTs was applied to the EG 
sheet surface of density (0.3—1.0) g/cm3 by a solid layer of the thickness (0.05—
0.5) mm and heated to (150—155) °C. Th en a (2—12) mm layer of EG powder 
was additionally sprinkled. Further, the primary rolled resulting layered carbon 
material was heated to (165—170) °C. Aft er that, the fi nishing rolling of the re-
sulting layered carbon material to thickness (0.17—0.45) mm was performed.

Th e material was prepared on the line of manufacturing layered carbon 
materials, which included a universal rotary homogenizer, a device for applica-
tion of CNTs dispersion, a unit for giving and leveling EG powder, two furnaces 
for heating layered carbon materials, two rollers, and a unit for winding the 
layered carbon material. Th e specifi c implementation of this method confi rms 
the following examples. Numerical parameters of some examples, as well as the 
properties of the layered carbon material, are given in Table 4.5. For compari-
son, a sample of layered carbon material was obtained by the method described 
in [35]. Its compressibility was 50.7%, and recoverability only 8.3%

Th ese examples confi rm the achievement of the desired result by the above 
method. While for the sample of layered carbon material obtained as in [35], the 
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compressibility was 50.7% and the recoverability was only 8.3%, the layered carbon 
material obtained by the method [32] provided an increased elasticity: the resultant 
samples exhibited compressibility (52.3—56.6)% and recoverability (10.7—13.6)%.

Table 4.5. Properties of layered carbon material 
depending on the technological process parameters
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Table 4.6. Properties of braided carbon material depending 
on the parameters of the technological process of its production
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Sealing materials. Th e next step was the creation of packing and sealing 
elements for sealing various connections of control, shut-off , and safety valves 
of pipelines, pumps, and compressors of nuclear power plants and other equip-
ment in the energy, chemical, and petrochemical industries. Th is problem was 
solved by creating a sealing material in the form of a cord woven from rein-
forced threads. Each reinforced fi lament consisted of EG and a reinforcing fi ber 
placed in the middle of the fi lament. It additionally contained an adhesive dis-
persion of carbon nanotubes [33, 34]. 

Th e process of manufacturing a sealing material included laying reinforcing 
threads on foil with EG and cutting the foil into strips so that each strip could 
have one reinforcing thread. Th e reinforced foil was cut into strips 5—20 mm 
wide, each strip was twisted into a thread and passed through a series of form-
ing dies to a thread diameter of (2—4) mm. Sealing material in the form of a 
cord was woven from the obtained reinforced threads. EG foil with CNTs adhe-
sive dispersion was prepared as described above.

According to [34], in the method for manufacturing sealing materials, the 
plaited rope sealing material in the form of a cord was further rolled with rollers 
in two perpendicular planes to obtain a square cross-section of the cord with 
cross-sectional dimensions from 4 × 4 mm to 50 × 50 mm.

Th e sealing material was made as described above, changing the parameters of 
the method within the limits given in the method of obtaining a layered material 
[32]. Specifi c numerical values of the method parameters along with the character-
istics of the elasticity of the manufactured sealing material are given in Table 4.6.

Properties of layered carbon material depending on the parameters of the 
technological process are listed in Table 4.6.

Th ese data confi rm the achievement of the technical result. As compared 
with the sample of braided carbon cord of square section 12 × 12 mm ob-
tained according to [36], whose compressibility was 53.8% and recoverabil-
ity was only 8.9%, the sealing material obtained by method [34] exhibits the 
best parameters of elasticity: compressibility 44.8—48.8% and recoverability 
11.7—13.6%.

4.4.2. Expanded graphite–carbon nanotubes 
composite materials without binders

Eff ective deagglomeration agents for CNTs are strong acids and 
oxidizing agents, as reported e.g. in [37]. Th erefore, our idea was to use a simulta-
neous process of deagglomeration CNTs and intercalation of natural graphite.

Th is procedure was performed in two ways: the fi rst way consisted in chem-
ical oxidation in solutions of strong oxidants as described in Chapter 2; the 
second way was electrochemical (anodic) oxidation as in Chapter 2 as well. Th e 
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fi rst option was carried out as follows. Sulphuric acid was mixed with an oxidiz-
er and CNTs in proportion per 1 dm3 of sulphuric acid, 0.5—10 g of CNTs, and 
55—80 g of potassium permanganate or 85—125 g of potassium dichromate. 
Th en, to the mixture of sulfuric acid with CNTs and oxides, graphite was added 
by stirring in the ratio of 1.6—2.2 dm3 of sulfuric acid-CNTs-oxide mixture per 
1 kg of graphite. Stirring lasted 5—20 min. Th e resulting product was washed 

Fig. 4.16. Raman spectra: a — EG obtained 
from chemically oxidized graphite with a 
ratio of 10 cm3 H2SO4 to 1 g K2Cr2O7; b — 
EG obtained from anodically oxidized 
graphite in 55% H2SO4 (1); China-made 
EG (2); c — EG-CNT composite material 
obtained by joint chemical oxidation of 
graphite and CNTs in concentrated H2SO4 
and the participation of K2Cr2O7 with a 

ratio of 10 cm3 H2SO4 to 1 g of K2Cr2O7; d — composite material EG-CNT obtained by 
joint anodic oxidation of graphite and CNTs in concentrated H2SO4; e — initial CNTs
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using a water fi lter to pH = 6—7 and dried. Th e dried product was heated in the 
heat-stroke mode to 850—1250 °C. Aft er cooling, it was rolled into a foil. Th en 
the recoverability, compressibility, and tensile strength were determined. Th e 
mechanical tensile and compression tests of the prepared composites were car-
ried out on a 2167 P-50 breaking machine with continuous automatic recording 
of the load-strain diagram on the PC.

Th e essence of the second option is as follows. Th e concentrated sulfuric 
acid is mixed with CNTs and graphite in proportion: per 1 dm3 of sulfuric acid, 
1—30 g of CNTs, and 0.8—1.1 kg of graphite. Th is mixture was subjected to 
anodic oxidation at a current density of 5—35 mA/cm2 and electric power con-
sumption of 80—120 A ∙ h/kg. Th e obtained product was washed with water to 
pH ≈ 6—7 and dried. Th e dried product is heated to 850—1250 °C in the ther-
mal shock mode. A composite carbon material was obtained with composition: 
CNTs 0.1—3.0% wt.; expanded graphite the rest. Aft er cooling, it was rolled into 
a foil and characterized for compressibility, recoverability, and tensile proper-
ties. Th e chemicals used for this synthesis procedure were as follows: carbon 
nanotubes at TU 24.1032911669–009, graphite brand GSM-2, GOST 17022-
81; sulphuric acid according to GOST 4204. Changes in the structural state of 
CNTs under the infl uence of their oxidation, as well as the composite materials 
EG-CNTs structure were investigated using Raman spectroscopy. Raman spec-
tra of CNTs were recorded using the T-64000 Horiba Jobin-Yvon spectrometer 
in the backscattering geometry at room temperature when excited by an argon 
laser (λ = 514.5 nm, 1 mV).

Th e Raman spectra of the EG-CNT composite materials are shown in 
Fig. 4.16. Th e main parameters of the characteristic bands observed in the 
micro-Raman spectra of EG of diff erent origins and EG-CNT composites are 
shown in Table 4.7.

From the comparison of Raman spectra of the EG samples obtained un-
der diff erent conditions, it can be concluded that the most defective structure 
is that of the EG synthesized by chemical oxidation in a solution of potassium 
bichromate in sulfuric acid with their ratio (1 g K2Cr2O7 to 10 cm3 H2SO4, 
2 dm3 of the solution to 1 kg graphite) signifi cantly exceeding the stoichio-
metric value. Th e result is the so-called peroxidation graphite, as well as a 
signifi cant defectiveness of the EG prepared aft er the hydrolysis, drying, and 
heat treatment [38, 39]. Th e G-band is shift ed towards higher frequencies, its 
half-width increases, and the ID/IG ratio acquires the maximum value in com-
parison with EG samples of other origins. 

As follows from Table 4.7, the EG samples obtained from anodically oxi-
dized graphite in 55% H2SO4 have the least quantity of defects. CNTs not signif-
icantly change the Raman spectra of the composite material EG-CNTs, which 
can be explained by low CNTs content of ~1% wt.
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Table 4.8. Tensile strength of EG samples obtained 
by diff erent methods and EG-CNT composite material

Sample Density, 
g/cm 3

Specifi c surface area for 
argon desorption *, m2/g

Tensile 
strength, MPa

Ratio of strength 
to density

EG + CNTs anodic 0.35 92 1.2 ± 0.2 3.4 ± 0.6
EG + CNTs anodic 0.60 92 1.9 ± 0.4 3.2 ± 0.4
EG anodic 0.62 33 1.0 ± 0.2 2.7 ± 0.6
EG chem. 0.54 62 1.3 ± 0.5 2.3 ± 0.9
EG + CNTs chem. 1.1 — 4.9 ±1.2 4.45 ± 1.1

* Method of determination is thermal desorption of argon (GOST 23401-90).

Table 4.9. Compressibility and recoverability 
of EG samples and EG-CNT composites

Content of 
CNTs,% wt.

Compressibility, 
%

Compressibility 
change, % Recoverability, % Change in 

recoverability, %

0 84 ± 6 44.7 ± 1
1.0 63 ± 5 25 51.4 ± 2 18
3.0 63 ± 3 25 52.9 ± 1 18

Table 4.7. Th e main parameters of characteristic bands manifested 
in micro-RS spectra of EG of diff erent origins and of EG-CNT composites 

Sample according to Fig. 4.16

Parameters a b (1) b (2) c d e

Sample, syn-
thesis condi-

tions

EG chemi-
cally oxidized 

with 1 g 
K2Cr2O7 to 

10 cm3 H2SO4

Anodic 
oxidation 
with 55% 

H2SO4

Chemi-
cally oxidized 
product from 

China

EG-CNTs, 
chemically 

oxidized with 
1 g K2Cr2O7 to 
10 cm3 H2SO4

EG-CNTs, 
anodic 

oxidation

Initial 
CNTs

D, cm–1 1378 1374 1378 1377 1375 1348
G, cm–1 1602 1598 1598 1598 1597 1573
2D, cm–1 2794 2752 2752 2748 2737 2706
DFWHM, cm–1     89 — — —      51      51
GFWHM, cm–1     53     18     27      22      23      53
ID, a. u. 8.1       3       8      14 5.0 9.0
IG, a. u. 11.1 117     53    126 33.6 10.4
ID/IG 0.73 0.03 0.15 0.11 0.15 0.86
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TEM images of the EG samples and EG-CNT compositions are shown in 
Fig. 4.17. Th ey show that EG-CNT samples have a folded structure, with clearly 
visible CNTs embedded in the EG body (shown by arrows).

Table 4.8 presents the tensile strength data for EG samples obtained by diff erent 
methods and EG-CNTs composites. As seen, an addition of 1% wt. CNTs to natural 
graphite, under the conditions of their joint, and CNTs anodic oxidation leads to an 
increase in tensile strength of rolled samples from thus obtained EG by ~22%.

Th e values of compressibility and recoverability of EG samples and EG-
CNTs composites obtained by co-oxidation in a solution of potassium dichro-
mate in sulphuric acid are given in Table 4.9. With the addition of CNTs into 
the EG matrix, the compressibility decreases by 25%, and the recoverability in-
creases by 18%.

It should be noted that the recoverability is the same for the composites with a 
CNTs content of 1% wt. and 3% wt., which, in our opinion, indicates the formation 
of a continuous bulk grid by a CNTs concentration of 1% wt. in such a system.

Fig. 4.17. TEM images of EG-CNTs composite material
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4.5. Graphene nanoparticles and composites 
with carbon nanotubes

Graphene is a single graphite plane in which sp2-hybridized car-
bon atoms form a hexagonal lattice. Graphene can be represented as a “building 
block” of graphite, nanotubes, intercalated graphite compounds, and other car-
bon materials. Graphene nanoparticles (GNPs) consisting of two or more layers 
(up to ten) as well as a monolayer of graphene have unique physicochemical 
properties [40—43]. Th erefore, they are widely studied as individual particles, 
continuous fi lms, and fi llers of polymeric materials [44—49]. Th ey are more 
stable compared to single-layer graphene and are suitable for mass production 
according to the “top-down” scheme, i.e. splitting of various precursors with a 
graphite-like structure, using various methods (Fig. 4.18) [44]. 

Th e addition of GNP into polymeric materials signifi cantly increases the 
dielectric constant, changes the thermodynamic characteristics of the com-
posite, increases the degree of crystallinity and resistance to thermal destruc-
tion, and causes a synergistic increase in the absorption of electromagnetic 
radiation when interacting with carbon nanotubes in a porous system up to 
21% of biothermoplasts at insignifi cant concentration [44, 45, 47—49]. Modi-
fi cations of synthetic polymer fi bers of GNP lead to a number of improved 
and new properties, such as adsorption capacity, antibacteriality, hydropho-
bicity, and conductivity, which are useful for wide applications.

Fig. 4.18. Methods of obtaining graphene nanoparticles by splitting diff erent precursors [44]
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Th e problem of obtaining GNPs does not consist in the diffi  culties of their pro-
duction, but rather in developing a method that allows one to obtain GNPs of speci-
fi ed sizes and properties, i.e., allows control of the nanoparticle characteristics [44].

Methods using dispersions based on compounds containing graphene lay-
ers and obtained from natural, artifi cial highly oriented pyrolytic, expanded, in-
tercalation compounds, graphite oxide, fl uoride, and carbon are promising for 
large-scale production and relatively simple modifi cation of GNPs properties. 
[44]. Among these methods, electrochemical or anodic oxidation of graphite-
like structures stands out as a method that allows for regulating the process 
conditions and properties of the product obtained [46, 50, 51].

In Chapter 2, it has been shown that EG is a nanoscale cluster-assembled sys-
tem that contains cylindrical, conical, slit-like defects with an average cross- section 
of 0.7—20 nm (Figs. 2.7, 2.8). Th e CSD sizes measured by XRD analysis in the basal 
and perpendicular planes are about 20 nm. Th erefore, EG is the most attractive 
precursor of GNPs for industrial production. Electrochemical intercalation (or an-
odic oxidation) is the most environmentally friendly, resource- and energy-saving 
method for obtaining graphite intercalation compounds in controlled modes [52, 
53] and allows achieving specifi ed characteristics of EG, including regulating the 
structural and chemical state of both volume and surface. It is known that reinter-
calation of EG in the classical sense does not occur. Diff usion of the electrolyte (in-
tercalant) proceeds on the existing defects. Repeated pseudo intercalation of dense 
material from EG makes it possible to “reveal” nanoscale defects in the structure of 
EG and to obtain a dispersion of GNPs in an aqueous solution of electrolyte.

GNPs was obtained by secondary “intercalation” of electrodes from graph-
ite foil (according to TU U 26.8-30969031-002-2002) in an alkaline electrolyte 
(KOH) of low concentration with a current transmission of 6.0 to 60.0 mA/cm2. 
Th e separation of nanoparticles was provided by a membrane made of polypro-
pylene fabric (Fig. 4.19) [47—49, 54].

Th e method of electrochemical production of graphene (Fig. 4.19) includes 
the movement of the controlled mechanical device (3) of the graphite strip (4), 
which is the anode, through the bath (1) with electrolyte solution (7) and elec-
trolytic stratifi cation of the graphite strip. As a graphite tape, fi berglass-rein-
forced EG foil of various bulk densities is used. Th e fi ber-reinforced glass foil is 
continuously passed at a rate of 0.5—2.0 cm/h through a solution of potassium 
hydroxide electrolyte, which moves at a controlled speed through an electro-
lytic bath with an electric fi eld strength of 2—30 V/cm. Th e electrolytic bath is 
separated with a membrane into anode and cathode space, and the anode space 
is separated with a porous fi lter partition, which passes the suspension of gra-
phene nanoparticles and retains the coarse-dispersed suspension of graphite.

Th e nanoscale of GNPs was confi rmed by studies of Raman spectra 
(Brucker RFS 100/s spectrometer, the source of radiation was an argon laser, 
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λ = 514.5 nm), XRD patterns (powder diff ractometer DRON-4 07 with CuKα 
radiation in nickel from JEOL Bragg-Brentano surveys) (see Chapter 6), ther-
mogravimetric measurements (Derivatograph Q-1500 D (Hungary) in a static 
atmosphere, and SEM images (JSM-35, JEOL)).

Aqueous dispersions of the obtained materials were analyzed using laser 
correlation spectroscopy (LCS) (spectrometer "ZetaSizer 3" Malvern Instrument 
(UK) with a correlator 7032 and helium-neon laser LG-111 with a power of 25 
mW for wavelength λ = 633 nm). Th e soft ware [55] for LCS in the correspond-
ing mode CONTIN (“polymodal” approximation) also allows one to determine 
the distribution of particles by volume (in the case of constant density — by 
mass) and by the number of particles of certain sizes, in the approximation of 
spherical particle shapes. Th e test suspension electrolyte-surfactant-GNPs in 
the amount of 1 ml in a cylindrical glass cuvette with a diameter of 10 mm was 
placed in a thermostat cell of a laser correlation spectrometer. Registration and 

Fig. 4.19. Block diagram of the in-
stallation for obtaining a suspen-
sion of graphene nanoparticles: 
1 — electrolytic bath, 2 — cathode, 
3 — cassette device with a strip of 
fi berglass-reinforced graphite foil, 
4 — anode, 5 — polypropylene 
membrane, 6 — fi lter, 7 — tank 
with an electrolyte solution of po-
tassium hydroxide, 8 — fl oat valve, 
9 — part of the electrolytic bath for 
suspension of graphene nanoparti-
cles, 10 — photodiode, 11 — LED, 
12 — control unit, 13 — control 
valve drive, 14 — control valve, 
15 — tank for suspension of graph-
ene nanoparticles, 16 — tap for re-
moving coarse suspension of EG, 
17 — container for coarse suspen-
sion of expanded graphite
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statistical processing of laser radiation were performed for 300—400 s. Th e au-
tocorrelation function was processed using the program PCS-Size mode v 1.61. 
As a result, we obtained particle size distribution functions [56].

Th e dependence of the size and shape (the degree of deviation from the 
sphere, refl ecting the coeffi  cients of polydispersity) on the parameters of the pro-
cess of obtaining nanoparticles of graphene material are given in Table 4.10.

Analysis of the particle size obtained by the LCS method shows that there 
are two groups of particles in the solution that diff er in size. Large particles 
(13 μm) were found in the suspensions, which eventually sedimented. Th e sec-
ond group of particles sizing up to 450 nm was more stable (Fig. 4.20).

Since the variance is unstable over time, the results should be consid-
ered qualitative. Th e average particle size is ~1350 nm. Two fractions: frac-
tion I — size from 10 to 200 nm, quantity — 99,9%, weight ~26%, the most 
probable size ~40 nm; fraction II — size from 200 to 3200 nm, quantity 0,1%, 
weight ~74%, the most probable size ~640 nm; the average polydispersity is 
~0.6, i.e., the particles have a shape not very far from spherical. Th e dependence 
of size and shape on the parameters of the process of obtaining nanoparticles of 
graphene material is given in Table 4.10.

From the given in Table 4.10 data, the following conclusions can be made:
• within the framework of this method it is possible to adjust the size of 

graphene particles formed during the anodic oxidation of EG;
• particles are mostly far from spherical (polydispersity coeffi  cient is 1), 

which is quite natural because they are fl at.
A 20-fold diluted GNPs suspension was examined by the SEM method. It 

was applied to the surface of the substrates (fi lms of gold or carbon on the glass) 
and dried. Two types of particles were detected (Figs. 4.21 and 4.22). Th e fi rst 

Table 4.10. Particle sizes of graphene material obtained under diff erent 
conditions of electrochemical oxidation of EG, determined by the LCS method 

N* 
sample

Average 
size, nm

Fraction I size, nm Fraction II size, nm Poly-
disper-

sityMinimum Maximum Probable Minimum Maximum Probable

1 2162 8 130 40 130 31 000 7 954 1
2 623 12 300 54 300 25 000 4 133 1
3 1529 11 200 35 200 68 000 16 500 1
4 3251 11 280 35 280 70 000 16 500 1
5 1264 12 300 55 300 43 000 10 048 1
6 1349 12 200 40 200 3 200 642 0.6
7 7049 33 800 42 800 8 000 1 664 1

* Рrocess conditions.
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Fig. 4.21. SEM image of the graphite structure on the carbon surface: a, b, — lamellar 
agglomerates with an ordered structure, in the form of stacks, prisms, etc., c — agglomer-
ates of very thin plates ("fl ower")

Fig. 4.22. SEM image of graphene structures on the surface of gold (the substrate is in-
clined at an angle of 60º to the electronic probe): a — graphene-like particle; b — enlarged 
images of sections of a graphene-like particle (a), respectively (selected square-volume); 
c — the curve of change in the image brightness along the line AB

Fig. 4.20. Particle size distribution in suspension (sample 6): a — “monomodal” mode; b, 
c — “polymodal” mode: b — mode of particle distribution by volume (mass at constant 
density); c — particle distribution

type is a lamellar agglomerate with an ordered structure. Such particles were 
encountered in the form of stacks (Fig. 4.21, a) or a pentagonal hollow prism 
(Fig. 4.21, b) of plates. Th e second type of particles is formed into a laminar 
structure similar to a “fl ower” and consists of very thin plates (Fig. 4.21, c). Th e 
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diff erence between these particles was manifested not only in the shape but also 
in the conditions of their formation and the thickness of the plates that made 
up these formations.

Th e fi rst type of particles was mostly observed in slow drying. Th e shape of 
such particles was stable and did not change when irradiated with an electron 
probe. Th e minimum thickness of individual plates for this type was 25—30 nm 
and was recorded for the particle in Fig. 4.21. b in the place marked by the arrow. 
Th e structures of the second type were formed mainly during the rapid drying of 
the suspension, which was stimulated by heating the substrate. Such particles were 
more oft en observed on gold substrates (Figs. 4.21, c, 4.22, a, b). Th e thickness of the 
plates was determined for the par-
ticle shown in Fig. 4.22, a. It is 5—
7 nm. Th is is illustrated in Fig. 4.22, 
c, where the curve shows the change 
in brightness of the image along 
the line AB. Th e width of the pro-
trusion in the left  part corresponds 
to the plate size in Fig. 4.22, b, and 
on the right — a marker of 100 nm. 
Since the values of 5—7 nm for this 
type of SEM are the maximum res-
olution, it can be assumed that the 

Fig. 4.23. SEM images of GNP samples: a, b — on a gold base; c—f — continuous fi lms; 
c, d — “free” drying; e, f — under vacuum ~1 atm in a limited volume

Fig. 4.24. Dependences of TG (1) and DTA (2) 
of GNPs fi lms on temperature
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Fig. 4.25. Particle size distribution: left  GNPs, right GNPs + CNTs

thickness of the plates is at least twice smaller and is 3—4 nm, i.e. about ten layers.
Dispersions of high concentration form solid fi lms of complex structure 

(Fig. 4.23 c—f). Moreover, depending on the drying conditions, the surface may 
be more embossed, with the manifestation of the appearance of individual GNP 
and a smoother fi lm. Figs. 4.23 (c, d) depict “free” drying; it is possible to distin-
guish individual GNP, or rather their agglomerates. Fig. 4.23 (e, f) — infusion 
“pressing”, i.e. drying under vacuum, in a limited volume, the relief is weak.

Fig. 4.24 presents the dependences of TG (1) and DTA (2) of GNP fi lms. 
Temperatures 450, 620, 660, 690, and 1020 K correspond to temperature anom-
alies, at which there is a decrease in the sample mass during the thermal de-
struction of certain components.

Temperature fractures (Fig. 4.24) are associated: 450 K with the desorption 
of chemically bound water, 620 K with the destruction of amorphous carbon, 
660 K with the melting of KOH, and 1020 K with the oxidation of polycrystalline 
graphite (large particles). In the temperature range of 450—620 K, a mass loss 
of about 18% occurs, which indicates the decomposition of oxygen-containing 
functional groups and is accompanied by the release of water and carbon diox-
ide. In the range of 670—1020 K, about 50% of the initial mass is lost, which is 
obviously the result of the oxidation of graphene nanoparticles. Aft er 1020 K 
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there is only polycrystalline graphite (weight loss up to 17% wt.). Th us, by the 
gravimetric analysis of annealed fi lms (without volatile) (Fig. 4.24), GNPs is 
about 75% wt., the rest are graphite particles.

Recently, composite nanosystems of graphene-carbon nanotubes, nanopar-
ticles, GNPs, and other nanosized carbon materials have been intensively studied, 
for example in [57—59]. Moreover, their producing both for the purpose of ob-
taining composite dispersions in liquid, as composite fi lms with high character-
istics of electrical and thermal conductivity [26, 27], and as a composite fi ller of 
polymeric materials [60, 61]. Th e section above has described the process of ob-
taining EG-CNTs composite and its characteristics. It is quite natural that GNPs-
CNTs composites were obtained by the method of secondary anodic oxidation of 
graphite foil from EG-CNTs composite (in an alkaline electrolyte (KOH) of low 
concentration; current from 6.0 to 60.0 mA/cm2). Th e method of laser correlation 
spectroscopy showed that the obtained dispersions are stable with particle sizes of 
20...70 nm and 200...1000 nm (Fig. 4.25).

Th e graphene nanoparticle fi lms formed during drying of dispersion on the 
substrate are quite heterogeneous but show the thermal conductivity at the level of 
the EG-CNTs composites. Both dispersions and solid fi lms exhibit photolumines-
cent properties (see Chapter 6).

Based on the above, we can draw some conclusions.
1. Th e possibility of creating mo di fying coatings on expanded graphite 

with metals and their oxides in the form of an island fi lm with the addition of 
precursors in the process of thermal expansion of graphite is shown.

2. By the method of direct thermal-oxidative conversion of na tural graphite 
due to its interaction with FeCl3∙ 6H2O in the temperature range (300—600) °C, 
it is possible to obtain disordered GIC-FeCl2 with the maximum content of in-
tercalant up to 50% wt., and in the range (800—1000) °C — GIC-Fe of the fi rst 
stage with the maximum content of intercalant 36—37% (C8Fe). Th e latter can 
be used in an oxidizing environment at a temperature of (500—600) °C.

3. When chemically modifying the surface of EG particles, namely, thermoset-
ting organic compounds, an increase in interparticle interaction and creation of a 
continuous distributed carbon structure in the graphite matrix take place, which 
changes the physical (especially mechanical) characteristics of the composite mate-
rials obtained. Th e addition of a high-modulus component such as carbon fi ber into 
the EG-carbon or EG-polymer systems changes the behavior of materials during 
deformation and allows one to create an EG-CNT system without binders.

4. A method for the synthesis of graphene nanoparticles and composite 
nanoparticles GNPs-CNTs by anodic oxidation of rolled materials from EG and 
EG-CNT composites, which allows adjusting the size and structural character-
istics of the obtained dispersions of nanoparticles and solid fi lms from them, 
has been developed.
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COMPOSITIONS FILLED 
WITH CARBON NANOMATERIALS55
Currently, the need for the development and implementation of 
innovative technologies for the creation of composite materials 
(CM) based on polymer, elastomeric, ceramic, metal, carbon, 
and other matrices [1—5] is inspired by the understanding that 
their use in aircraft  designs [6—8], cars, ships of other vehicles, 
elements of equipment in mechanical engineering, etc. [9—20] 
can provide the following improved features: reduced weight of 
fuselage, car, ship, etc.; increased the fuel effi  ciency of their sys-
tems; prolonged resource; reduced operating costs and mainte-
nance costs due to increased corrosion resistance. Th e elements 
of aircraft  structures of large size and low rigidity require the 
use of rubber heat-protective coatings that do not break dur-
ing the structure deformation. Th e use of rubber for supersonic 
aircraft  and spacecraft  is limited due to high requirements for 
heat and frost resistance of materials, as well as their resistance 
to radiation and vacuum. Th erefore, the development of new 
rubbers with improved characteristics as well as other polymer 
CMs is an urgent technological task.

Th us, the use of composite materials reduces costs by up to 
10%, and the expected savings in costs of maintenance, such as 
for aircraft s, can be up to 30% due to reducing the number of 
parts in the structure, and, consequently, reducing the complex-
ity and cost of their assembly.

Th e use of nanosized particles as fi llers in polymer binders 
in order to improve the physical and mechanical properties of 
polymer composites has been actively studied recently [12—19]. 
For example, pyrogenic silica was used in [12], particles of nano-
graphite in [13], nanoplates of graphite and oxidized graphene 
in [14], — particles of SiO2 and Al2O3 of nanometer and micron 
size in [15]. Epoxy resin was reinforced with fresh rubber scrap 
powder in [16], and the mechanical properties and durability of 
fi berglass composite, phenolic resin fi lled with nanoclay and mul-
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tilayer composite with an expanded polystyrene core, have been investigated in 
[17, 18]. Th e authors of work [19] showed that the addition of 2 mass% of one 
of the oxides ZrO2, ZnO, SiO2, and Fe2O3 increases the hardness and modulus of 
elasticity of the epoxy-polyamide system by 71 and 26%, respectively. However, 
the most common is the use of carbon nanotubes as the most eff ective reinforcing 
element [1—5, 20]. Th e mechanical and thermal properties of ideal single-wall 
CNTs are unique and are determined by several factors [21]: high strength of sp2 
C—C bonds; superdense packing of atoms in the graphene plane; absence or low-
density structural defects. As calculations show, the average modulus of elasticity 
of multiwall CNTs is more than 1.8 TPa, and the measured value is 1.3 TPa [22]. 
With that and, taking into account the aspect ratio (η) (length to diameter ratio, 
which is ~103), the fl ow threshold Fp ~ 1/η (i.e. the content at which a continuous 
CNTs grid is formed) may be ~0.1% wt. if CNTs distribution is uniform in the 
polymer matrix [23, 24]. CNTs are widely used to obtain new high-strength com-
posite materials for both structural and functional purposes, which are predicted 
to be widely used in engineering [6—13].

5.1. Preparation of multiwall CNTs 
to obtain composite materials: deagglomeration 
of carbon nanotubes

Th e addition of CNTs to the polymer matrix aff ects the structure of 
composite material (degree of crystallinity of the matrix), biocompatibility, as well 
as increases its strength, electrical and thermal conductivity, and thermo-oxidation 
stability [1—5, 23—40]. With an industrial production by precipitation from a gas 
phase (CVD) [25, 31, 32, 36, 41—43], carbon nanotubes are obtained in the form of 
agglomerates of confused tubes with dimensions of 20—500 μm (Fig. 5.1).

Homogeneous distribution of carbon nanoparticles (CNP) in matrices of dif-
ferent nature is a fundamentally important task in implementing the high eff ects 
of fi ller and achieving composite materials of unique characteristics [23, 24, 44, 
45]. Th e tendency of nanotubes to aggregation is transcribed by achieving high 
levels of dispersion. Th erefore, mixing, addition of surfactants, and modifi cation 
of CNTs permit homogenization of the fi ller and, as a consequence, improvement 
of the composition properties [46—53]. Th e result of the CNT-surfactant interac-
tion depends on the nature of the latter (Fig. 5.2) and the environment.

It is believed that the presence of ionic surfactants [48] stabilizes aqueous 
dispersions of CNTs. For example, 0.3% wt. of surfactant and 0.02% wt. of CNTs 
is a stable dispersion, and the absence of surfactants leads to rapid sedimenta-
tion of nanotubes [49].

Th e authors of [50] showed that the structure of surfactants aff ects the di-
ameter of dispersed CNTs aggregates. Obtaining stable suspensions of CNTs is 
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Fig. 5.1. TEM (a, b) and SEM (c, d) images of carbon nanotubes obtained by the catalytic 
CVD method
Table 5.1. Electrostatic superplasticizers

Name, composition Structural formula

Lignosulfonate (LST), lignosul-
fonates purifi ed

Naphthalene formaldehyde NF), 
sulfonated naphthalene-formal-
dehyde polycondensates

Melaminoformaldehyde (MF), 
sul fonated melamine-formalde-
hyde polycondensates
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due to the affi  nity of the structures of nanotubes and copolymers, for example, 
1 wt.% of CNTs in ethanol solution with the addition of 20 wt.% of non-ionic 
surfactants [51]. A necessary condition for the eff ective action of surfactants 
is a mechanical impact (e.g. ultrasonic action), which provides the fi rst act of 
detachment of CNTs from each other [52].

An example of ionic surfactants is plasticizing additives (plasticizers), which 
are used in the technology of concrete and reinforced concrete structures [53]. 
Based on the results [54—57], some superplasticizers are listed in Table 5.1: 
lignosulfonate (LS, Sika-Plast 520), naphthalene-formaldehyde (NF, Polyplast 
SP-1), and melaminoformaldehyde (MF), Muraplast FK 98).

Th is choice is due to the well-studied and eff ective use of them in cementi-
tious materials: mortars and concretes.

Th e mechanism of action of plasticizers [58] is schematically presented in 
Fig. 5.3. Plasticizer molecules are adsorbed on the surface of cement particles 
and new nanoforms are formed. Th is creates a thin mono or bimolecular layer, 
which reduces the interfacial interaction energy and facilitates the disaggrega-

Fig. 5.2. Schematic representation of possible interactions of multiwall 
CNTs with surfactants of diff erent nature during sonication [47]
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tion of particles. At the same time, immobilized water is released, which acts as 
a plasticizing oil. In addition, the adsorbed layer smoothes the microroughness 
of the particles, thereby reducing the friction coeffi  cient between them. Th e cre-
ation of the same electric charge on the particle surface eliminates the possibil-
ity of their adhesion due to electrostatic forces and thus reduces the suspension 
viscosity. In the process of hydration, the repulsive action of the electric charges 
of the same sign gradually ceases, and the mortar loses its mobility.

Multiwall CNTs [59] synthesized by the method of catalytic CVD-synthesis 
using three-component iron-containing catalysts were used to prepare “plasti-
cizer-CNTs” suspensions [59]. Fig. 5.1 presents images of CNTs obtained using 
TEM (transmission electron microscope JEM-100CXII, accelerating voltage 
100 kV, resolution 2.04 Ǻ). Th e size of CNTs agglomerates lies in the interval 
of 20—500 μm, while the outer diameter of CNTs is 10—40 nm; the purity of 
purifi ed from mineral impurities CNTs is about 99%; the specifi c surface area is 
200—400 m2/g, and the bulk density is 20—40 g/dm3.

Th e systems were prepared as source aqueous dispersions of plasticizers with a 
content of 4% wt. fi lled with CNT in the amount of 0; 0.5; 1.0 and 1.5% wt. [60]:

"NF-CNT" is a solution of naphthalene-formaldehyde plasticizer, the dis-
persions codes are: "NF-0", "NF-0.5", "NF-1", "NF-1.5";

"MF-CNT" is a solution of melamine-formaldehyde plasticizer , the dis-
persion codes are: "MF-0", "MF-0.5", "MF-1", "MF-1.5";

"LS-CNT" is a solution of lignosulfonate plasticizer, the dispersions codes 
are: "LS-0", "LS-0.5", "LS-1", "LS-1.5".

Processing of the prepared CNT suspensions was carried out in a rota-
ry homogenizer, namely a hydrodynamic unit-homogenizer [61] (Fig. 5.4), 
which provided the simultaneous action of shear deformation and cavitation 
mixing.

Th e device developed by the Department of Applied Hydro-aeromechanics of 
Sumy National University is characterized by a low level of energy consumption, 
high product quality, minimum dimensions, and a high level of reliability.

Fig. 5.3. Scheme for the mechanism of action of traditional plasticizers [58]
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Studies of the processes of homogenization and stabilization of dispersions 
were performed on samples of the composition “plasticizer-CNT”, in particular, 
the size of CNT agglomerates was determined using photon or laser correlation 
spectroscopy (PCS or LCS). Th e particle size distribution function was deter-
mined on a Zeta Sizer-3 spectrometer (Malvern Instrument, UK) with a correla-
tor 7032 using a helium-neon laser LG-111 with a power of 25 mW and wave-
length λ = 633 nm. Th e investigated suspension of multiwall CNTs in the amount 
of 1 ml in a cylindrical glass cuvette with a diameter of 10 mm was placed in a 
thermostatic cell of a laser correlation spectrometer. Registration and statistical 
processing of laser radiation were performed for 300—400 s. Th e autocorrelation 
function (ACF) was processed using PCS-Size mode v1.61 [62]. 

As a result of the LCS research, the particle size distribution functions were 
obtained. Dependences were registered in the so-called “monomodal” mode 
several times aft er periodic shaking of the cuvette. Within the framework of this 
technique, it is considered that the dispersion is stable, provided the maximum 
distribution is not shift ed due to “shaking”, and “conditionally stable” when the 
maximum fl uctuates near a certain middle position. When the maximum distri-
bution is shift ed aft er “shaking” to one side, the variance is considered unstable. 
Th e obtained polydispersity coeffi  cient refl ects the average statistical deviation 
of the particle sizes from the ideal sphere of the corresponding size because the 
particle is modeled as a sphere. For unstable systems, the results are considered 
only qualitatively because of large errors, which can be several tens of percent. 
Th e soft ware [62] in the corresponding сounting mode (“polymodal” approxi-

Fig. 5.4. Rotary hydrodynamic unit-homogenizer: a — photo; b — drawing of the fl ow-
ing part [61]: 1 — stator; 2 — rotor; 3 — washer adjusting gap between the stator and 
rotor disks; 4 — end seal
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mation) also allows one to determine the distribution of particles by volume (or 
by mass for constant density) and the number of particles of certain sizes, again 
in the approximation of the spherical shape of particles.

Th e colloid-chemical properties of dispersed systems signifi cantly depend 
on the particle size, but for many technological processes associated with the 
formation of a homogeneous spatial structure of primary particles, the poly-
dispersity of powders also plays an important role. Disperse systems, including 
carbon, are not always monodisperse, because they oft en contain particles of 
diff erent shapes and sizes. An urgent problem, in addition to the stabilization of 
CNTs dispersions, is the search for conditions for obtaining dispersed systems 

Fig. 5.5. Distribution of 
particles by size in MF-
CNT systems with diff er-
ent content of CNTs: a, e, 
f — “MF-0”, b, g, h — “MF-
0,5”, c — “MF-1”, d — “MF-
1.5”; a—d — “monomodal” 

mode in the dependence of particle size distribution; e—h — “Polymodal” mode in the 
development of an eff ective volume (e, g) and the number of particles (f, h) from their 
average diameter [60]
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with a high degree of homogeneity of particles in their shape and size (with low 
polydispersity).

Fig. 5.5 shows, as an example, the size distribution of particles in the MF-
CNTs systems with diff erent content of CNTs.

For the other two systems, particle distribution dependences are similar.
Th us (Fig. 5.5), within the framework of the accepted approximations, the 

systems have to be considered as “MF-0” — unstable, “MF-0.5” and “MF-1.5” — 
conditionally stable, and”MF-1” — stable.

Th e system “MF-0” which has an average particle size of about 870 nm, con-
tains two fractions. One is from 20 to 200 nm, the number of particles is 99.9%, the 
mass is 0.1%, and the smallest size is 64 nm. Th e other is from 300 to 50,000 nm, 
the number of particles is 0.1%, and the mass is 99.9%. Th e most probable particle 
size is 18,100 nm. Th e system has a high polydispersity: PI = 1.

Th e system “MF-0.5” has an average particle size of about 360 nm and contains 
two fractions. One is from 30 to 250 nm, the number of particles is 92.5%, their 
mass content is 6.9%, and the most probable size is 99 nm. Th e other is from 250 
to 3000 nm, the number of particles 7.5%, mass content 93.1%. Th e most probable 
particle size is 553 nm. Th e system has an average polydispersity PI = 0.37.

Th e results of treatment of suspensions of the system “water-soluble poly-
mer-surfactant-multiwall CNTs” in a rotary homogenizer as-prepared (a) and 
aft er holding for a year (b) (WSP is an acrylic copolymer, surfactant is an ethox-
ylate of isodecyl alcohol) are shown in Fig. 5.6.

From the data of Fig. 5.6, it can be seen that the resulting dispersion is stable.
In most cases, the synthesis results in closed CNTs with a fairly perfect 

structure, which leads to their high hydrophobicity and low reactivity. Gasifi ca-
tion and destruction reactions are used to open CNTs and increase their reac-
tivity. Oxygen and its mixtures, ozone, CO2, wet Cl2, radicals, and ions formed 

Fig. 5.6. Laser correlation spectroscopy. Particle size distribution: aft er obtaining an 
aqueous dispersion (a) and aft er holding it for one year (b)
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in oxygen or aqueous plasma are used as oxidants. No less common is the use of 
aqueous solutions of acids (nitric, sulfuric, hydrochloric, pyroxyacetic, trifl uo-
roacetic, a mixture of nitric and sulfuric, hydrochloric acids and hydrogen per-
oxide, some peracids, etc.), solutions of H2O2, O3, Br2, K2Cr2O7, KMnO4, CrO3, 
MnO2, and other reagents. Some methods of modifying multiwall CNTs have 
been described in Section 3.

5.2. Inorganic compounds 
with carbon nanotubes

5.2.1. Building materials modified by CNTs

Today and with a view to the near future, concrete remains the 
main construction material. It is an artifi cial system of a mixture of binder (ce-
ment), aggregates (sand, slag, ash, zeolites, etc.), water and, if necessary, spe-
cial additives and is characterized by the complexity of the structure, relatively 
low cost, low energy consumption, available raw material base and thus can 
be used in a variety of operating conditions. Th e study of concrete is refl ected 
in many works on cement chemistry, informing about the formation of clin-
ker and chemical aspects of hydration, as well as concrete technology, which 
considers in detail the practical features of its production and physicochemical 
properties [63—65]. To implement the targeted structure formation of build-
ing composites, it is proposed to introduce nanosized fi llers [66], in particu-
lar CNTs [67—70]. Th ey play the role of not only the centers of crystallization 
but also objects that change direction and regulate the rate of physicochemical 
processes in hardening materials. Th e presence of nanosized fi llers promotes 
the formation of waterproof, frost-resistant, and refractory characteristics of 
concrete. Th e use of CNTs also provides radio-absorbing ability [71]. Th e need 
to solve the problem of ever-increasing “electromagnetic smog”, which when 
interacting with the human electromagnetic fi eld partially suppresses it and, as 
a consequence, leads to dysfunction of the body and the emergence of serious 
diseases [72—74], requires the development of highly eff ective, technological, 
easy-to-operate shielding and radio-absorbing materials [75]. For example, or-
dinary concrete, the conductivity of which depends on the moisture content 
(for dry sample, the value of conductivity ~10–8 S/m, and for wet ~10–3 S/m), is 
used not only as a structural material but also as a dielectric and conductive. Th e 
addition of CNTs to the concrete mixture leads to the reinforcement of cement 
stone, turning it into a high-strength composite material [76]. In a number of 
works [77—78], the modifi cation of cement compositions by nanoparticles was 
considered, in particular, an increase in the compressive strength of fi brocon-
crete by 50%, as fi ller content of 0.002% wt. [79]. A necessary condition for the 
eff ective action of CNTs is to achieve their uniform distribution in the matrix 
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[40, 44]. Th erefore, mixing, adding surfactants as well as modifying nanotubes 
make it possible to homogenize the fi ller and, as a consequence, improve the 
properties of the cement structure.

Th e use of surfactants can signifi cantly facilitate the formation of products 
or, with constant mobility of the mixture, reduce the water content and thus re-
duce the porosity, increase the density, strength, and some other characteristics 
of concrete. Th is, in turn, increases the service life of products and signifi cantly 
reduces unit costs. Th e choice of additives for concrete or their solutions is car-
ried out according to the purpose. Th ere are three groups of such substances 
[54] aimed to:

regulate the properties of ready-to-use concrete and dissolved mixtures • 
(plasticizing water-reducing, stabilizing, regulating mobility, pore-forming);

control the kinetics of hardening, shrinkage, and expansion processes • 
that increase the strength, protective properties against steel reinforcement, 
frost, and corrosion;

improve frost-resistant, hydrophobic and biocidal properties of concrete • 
and mortars, as well as increase resistance to salinity.
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In [80], the study of physicochemical processes of structural formation of 
building mixtures reinforced with nanocarbon materials with mechano- and 
chemically activated components is described in detail. Prototypes were ob-
tained that showed an increase in the performance of building mixtures. Th e 
eff ect of the composition of the aqueous dispersion of CNTs surfactant, i.e. the 
eff ect of plasticizer type and CNTs content on the strength characteristics of 
cement paste and sand-cement mixture, was investigated according to exist-
ing standards for 3, 7, and 28 days of curing. For clarity, Figs. 5.7 show the 
results of the study of the eff ect of CNTs content in a solution of naphthalene 

Fig. 5.7. Kinetics of change in compressive strength (a) and bending (b) of Portland ce-
ment dough samples modifi ed with a dispersion of naphthalene-formaldehyde plasticizer 
SP-1 with diff erent content of carbon nanotubes; strength (с) and bending strength (d) 
of cement-sand samples modifi ed with dispersions of naphthalene-formaldehyde plasti-
cizer SP-1 with diff erent content of carbon nanotubes



Ta
bl

e 5
.2

. C
ha

ra
ct

er
ist

ic
s o

f a
qu

eo
us

 d
isp

er
si

on
s o

f m
ul

tiw
al

l C
N

Ts
 in

 p
la

st
ic

iz
er

 so
lu

tio
ns

 
an

d 
m

ec
ha

ni
ca

l p
ro

pe
rt

ie
s o

f c
om

po
sit

e m
at

er
ia

ls 
fi l

le
d 

w
ith

 C
N

Ts
 [3

2]

D
isp

er
-

sio
n

d ve
ra

ge
, 

nm

N
um

be
r 

of
 fr

ac
-

tio
ns

, 
un

its

D
im

en
sio

ns
 

of
 fr

ac
tio

ns
, n

m

Th 
e m

os
t 

pr
ob

ab
le

 
siz

e, 
nm

N
um

be
r 

of
 p

ar
ti-

cle
s,%

M
as

s 
(v

ol
um

e)
 

of
 p

ar
ti-

cle
s,%

 

Th 
e m

os
t 

pr
ob

ab
le

 
pa

rt
ic

le
 

en
se

m
bl

e 
siz

e, 
nm

Su
sp

en
sio

n 
sta

bi
lit

y

C
om

pr
es

siv
e 

str
en

gt
h,

 M
Pa

,
28

 d
ay

s

Be
nd

in
g 

str
en

gt
h,

 M
Pa

,
28

 d
ay

s

C
em

en
t 

do
ug

h
C

em
en

t-
sa

nd
 m

ix
-

tu
re

C
e-

m
en

t 
do

ug
h

C
em

en
t-

sa
nd

 m
ix

-
tu

re

1
2

3
4

5
6

7
8

9
10

11
12

12

M
ela

m
in

e-
fo

rm
al

de
hy

de
 p

la
sti

ci
ze

r (
M

ur
ap

la
st 

FK
 9

8)
M

F-
0

87
0

2
20

—
20

0
 6

4
99

.9
0.

1
18

 ∙ 
10

3
U

ns
ta

bl
e

66
.2

5
65

.0
8.

5
9.

50
   

30
0—

5 
∙ 1

04
18

 ∙ 
10

3
0.

1
99

.9
M

F-
0.

5
36

0
2

30
—

25
0

 9
9

92
.5

6.
9

52
1.

6
C

on
di

tio
na

lly
 

sta
bl

e
44

.5
77

.3
5.

7
9.

64
  2

50
—

3 
∙ 1

03
55

3
7.

5
93

.1
M

F-
1

25
7

2
20

—
30

0
 9

3
99

.9
26

.6
53

8.
5

St
ab

le
45

.9
72

.5
6.

5
9.

56
    

30
0—

2.
5 

∙ 1
03

68
3

0.
1

73
.4

M
F-

1.
5

32
5

2
14

—
20

0
 6

5
99

.9
33

.7
62

5.
9

C
on

di
tio

na
lly

 
sta

bl
e

47
.2

5
70

.4
8.

7
9.

09
  2

00
—

3 
∙ 1

03
91

1
0.

1
66

.3

N
ap

ht
ha

le
ne

 fo
rm

al
de

hy
de

 p
la

sti
ci

ze
r (

SP
-1

 p
ol

yp
la

sti
c)

N
F-

0
87

0
2

4—
15

0
 1

9
99

.9
91

.8
10

2.
5

U
ns

ta
bl

e
43

.8
60

.5
4.

95
8.

47
 1

50
—

5 
∙ 1

03
10

38
0.

1
8.

2
N

F-
0.

5
29

1
2

10
—

15
0

43
99

.9
63

.6
32

0.
3

C
on

di
tio

na
lly

 
sta

bl
e

31
.2

5
66

.5
5.

0
8.

56
  1

50
—

4 
∙ 1

03
80

5
0.

1
36

.4
N

F-
1

29
6

2
14

—
20

0
59

99
.9

31
.5

56
5.

8
Th 

e s
am

e
54

.6
49

.2
5.

8
7.

75
  2

00
—

3 
∙ 1

03
79

9
0.

1
68

.5



N
F-

1.
5

27
0

2
 1

6—
20

0
86

99
.9

37
.3

46
7.

2
   

 " 
   

 "
42

.3
63

.6
5.

4
8.

5

20
0—

2.
3 

∙ 1
03

69
4

0.
1

62
.7

Li
gn

os
ul

fo
na

te
 p

la
sti

ci
ze

r (
Si

ka
-P

la
st 

52
0)

LS
-0

53
8

1
 1

40
—

2 
∙ 1

03
47

0
10

0
47

0
   

"  
   

"
68

.7
5

52
.8

5.
4

8.
13

LS
-0

.5
69

2
   

   
10

—
15

0
55

99
.9

37
.5

41
0

   
"  

   
"

89
.7

5
49

.6
5.

8
8.

38
   

 1
50

—
4 

∙ 1
03

62
4

0.
1

62
.5

LS
-1

33
0

2
   

   
27

—
20

0
88

98
.8

18
.8

51
5

   
"  

   
"

10
7.

5
60

.6
6.

6
9.

2
    

20
0—

2.
5 

∙ 1
03

61
4

1.
2

81
.2

LS
-1

.5
29

7
2

   
  4

0—
20

0
12

9
99

.9
0.

1
49

6
   

"  
   

"
93

.8
61

.6
6.

1
8.

87
   2

00
—

2.
3 

∙ 1
03

49
7

0.
1

99
.9

formaldehyde plasticizer SP-1 on the change 
in strength, compression, and bending of 
samples of Portland cement and cement-
sand mixtures. Th ey indicate a non-mono-
tonic change in the strength of samples of 
both Portland cement paste and cement-
sand mixtures with the CNTs content.

For greater clarity, Fig. 5.8 shows the 
dependences of the compressive strength 
for Portland cement dough and cement-
sand mixture modifi ed with dispersions 
of naphthalene formaldehyde plasticizer 
(polyplast SP-1) on the 28th day of curing 
on the CNTs content.

It should be noted that in low-fi lled 
po ly mers [35—37, 81], there is also a non-
monotonic change in structural and physi-
cochemical characteristics with the content 
of CNTs. Th erefore, un urgent task, along 
with the development of new composite 
materials fi lled with high-performance car-
bon nanoparticles, is to fi nd a mechanism 
that would at least qualitatively explain the 
unusual content dependences of low-fi lled 
CNTs matrices. Typically, the addition of 
any nanosized fi ller, including CNTs, to the 
binder of a composite system increases its 
physical and mechanical properties. Th eo-
retical analysis conducted in diff erent mod-
els, for example in [82, 83], shows that this 
change in properties is related to the char-
acteristics of diff erent phases formed at the 
interface between the nanofi ller and the bulk 
polymer. Molecular dynamics modeling [82] 
demonstrates the formation of an ordered 
layer of polymer matrix around CNTs. Th is 
layer, known to be interfacial, plays a cen-
tral role in the overall mechanical response 
of the composite. Due to poor load transfer 
from the matrix to CNTs, the gain eff ect at-
tributed to the CNTs is negligible; therefore, 
the interface is considered to be the only 
reason for strengthening the composite. If 
this approach is correct, it is possible to ex-
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Fig. 5.8. Dependences of compressive 
strength for Portland cement dough (1) 
and cement-sand mixture (2), modifi ed 
with aqueous dispersions of naphtha-
lene-formaldehyde plasticizer (polyplast 
SP-1), on the 28th day of hardening on 
the content of CNTs

perimentally determine some structural parameters of the system, which would 
characterize the interfacial and show a monotonic change in the strength char-
acteristics of the composite with changing this parameter.

Table 5.2 shows the characteristics of aqueous dispersions of CNTs in solu-
tions of all three plasticizers discussed in subsection 5.1 and mechanical prop-
erties (compressive and bending strength) of composite materials (Portland ce-
ment paste and cement-sand mixture) fi lled with CNTs.

Th e infl uence of the composition of the aqueous dispersion of CNT-sur-
factant, i.e. the type of plasticizer (ionic surfactant), and the content of CNT on 
the strength characteristics of the cement paste can be analyzed as follows. If we 
imagine that the cement paste is an aqueous “solution” of high viscosity, then 
the addition of nanoscale fi llers, e.g. agglomerates of CNTs, creates a boundary 
between the solid (CNTs) and “liquid” (cement paste) phases. Moreover, nano-
sized cells of the porous structure of the CNTs agglomerate become the nucleus 
of nanosized areas of cement paste. Despite the fact that a continuous CNTs 
grid has not yet been formed, this eff ect should lead to signifi cant changes in the 
structural state and mechanical properties of composites. In this case, the larger 
the surface of the interaction of solid and liquid phases, the more eff ectively the 
properties must change. Table. 5.2 shows that all three surfactant-CNT systems 
have two types of particles (column 3), with a certain range of sizes (column 4), 
the most probable size (column 5), and the ratio of masses or volumes (at con-
stant density) (column 7). You can fi nd the most probable size of the ensemble 
of particles, which will be proportional to the area of interphase interaction as 
the sum of the most probable particle sizes, taking into account their weight 
(volume) coeffi  cients (column 8 of Table 5.2). A Comparison of data in columns 
8, 10, and 12 (compressive and fl exural strength for cement paste fi lled with 
CNTs) indicates their obvious correlation (Fig. 5.8). Th at is, an increase or de-
crease in the most probable particle size (in the approximation of the spherical 
shape of the CNTs agglomerate particles) corresponds to the change in the same 
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Fig. 5.9. Dependence of compressive strength (a—c) and bending strength (d—f) on the 
average size of agglomerates: 1 — cement paste; 2 — cement-sand mixture; for plasticizers: a, 
d — formaldehyde melamine; b, e — formaldehyde naphthalene; c, f — lignosulfonate [44]

sign of the compressive and fl exural strength. Th is coincides with the ideas of 
the polystructural theory of building composite materials, according to which 
the strength of the composite with optimal fi lling can signifi cantly exceed the 
strength of the unfi lled hardened binder.

Th is process occurs as a result of the self-organization of the fi lled system, 
which seeks to reduce the potential of surface energy by consolidating the for-
mation of new clusters and their integration into a rigid lattice framework. Th is 
strengthening of the system with low entropy provides a sharp strengthening of 
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Fig. 5.10. SEM images: a — HA system-CNTs; b — HA

the composite material. Of course, this eff ect is enhanced by the nano-dimen-
sionality of the fi ller, i.e. by a greater contribution of surface energy. Note that 
this is observed for all three studied systems, i.e., all surfactants (plasticizers) 
and therefore can be considered reliable.

Another situation is observed in cement-sand mixtures. Th ey already have 
a two-phase system “liquid-solid” with the optimal ratio of these components, 
which should ensure the structural organization of the system and increase the 
composition strength. Th eoretically, the size distribution of sand particles is in 
the range of 0—100 μm. Although the percentage of nanosized sand particles 
is clearly small, they still occupy a certain fraction in the nanosized region of a 
complex polystructure and almost optimally structure the microsized region. 
Th erefore, agglomerates of CNT surfactants of smaller sizes compared to the 
fi lled cement paste should be more eff ective structure formation in this case, 
which was observed for the cement-sand mixture with melamine-formaldehyde 
and naphthalene-formaldehyde plasticizers (Fig. 5.9, a, b).

Th us, for building mixtures fi lled with CNTs at their low contents (up to 
the fl ow threshold), the idea of forming a nanosized interphase with increased 
strength characteristics [40] is fully confi rmed, which is obviously due to the 
increase in surface energy.

5.2.2. Characteristics of hydroxyapatite 
reinforced with CNTs 

Th e addition of CNTs as a fi ller in the matrix of hydroxyapa-
tite (HA) [36] led to a change in the structure porosity, specifi c surface area 
(Fig. 5.10, Table 5.3), mechanical strength, which non-monotonically depend 
on their content.

Th e lowest compressive strength of HA–CNTs was observed at 0.42% wt. 
CNTs, and the largest — at 0.08% wt. CNTs.
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Table 5.3. Th e specifi c surface area of HA samples and HA + CNTs compositions

Sample CNT,
% wt.

Specifi c surface 
area, m2/g Sample CNTs,

% wt.
Specifi c surface 

area, m2/g

Initial HA — 7.5 HA + CNTs 0.42 19.6
HA + CNTs +
+ SiO2

0.33 + 
+ 0.08% SiO2

14.3 HA + CNTs
HA + CNTs

0.12
0.08

15.3
22.3

It should be emphasized that the specifi ed content of CNTs in HA cor-
responds to their content in the initial mixture. In the process of sintering at 
600 ºC for 30—60 min, the porous structure of HA (Fig. 5.10) is formed with a 
specifi c surface according to Table 5.3. CNTs burn out, but the structure formed 
in their presence is preserved, which leads to a noticeable change in the charac-
teristics of the ceramic material. 

5.3. Polymers filled with carbon nanomaterials 
5.3.1. Linear polymers with expanded graphite. 
Fluoroplast composition

To create composite materials (CM) using a polymer matrix 
and various fi llers (depending on the area of application), fi rst of all, research-
ers are guided by the functional properties the material must satisfy. Th us, 
while creating conductive polymer composite materials (CPCM), their goal is 
not only to obtain desired conductivity but also to improve other important 
properties. Th ey can be strength, hardness, wear resistance, magnetic suscep-
tibility, etc. To ensure the electrical conductivity of the composition, a con-
ductive fi ller, for example, graphite can be added to a polymer matrix. How-
ever, the percolation threshold of spectrally pure graphite is about 34% vol. 
Such an amount of graphite as a rule signifi cantly impairs the physical and 
mechanical properties of the polymer matrix composition. Th e percolation 
threshold for nanoscale carbon forms does not exceed 5% vol. Th us it does 
not aff ect CM strength properties but also provides good conductivity. Th at is 
why we consider the incorporation of EG as a nanoscale form of graphite for 
creating CPCM.

Description of the main methods for obtaining CM, comprising a polymer 
matrix and fi ller particles, is usually qualitative and defi ned by the distribu-
tion of component particles in CM and their sizes. In our case, we examine 
two methods of obtaining compositions: so-called “wet” and “dry”. In the “wet” 
method, one or all components of CM are used as a solution or dispersion of the 
solvent. Th e solubility of the components in the solvent may be poor. Besides, 
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components can be chemically unstable regarding the solvent. Some diffi  culties 
may arise in the process of the solvent removing from the composition at the 
fi nishing stages of CM production. For this reason, most researchers prefer a 
“dry” process. In fact, polymer-immobilized particles can be produced at the 
initial stages of obtaining nanocomposite materials (NCM), and then they can 
be compacted into a composition. Th is method may include hetero-coagulation 
in polymer powders, fi lms, fi bers.

Depending on the required properties for CM containing dispersed carbon in 
polymer matrices, there are certain methods for obtaining compositions. Th e most 
common of them include the incorporation of surfactants or polymerization with 
surfactant monomers. Besides, there are known methods for encapsulation with 
phase separation, which implement various mechanisms of fi lm formation from so-
lution. In this case, surface phenomena play a special role in the core-shell contact.

Nano-heterogeneous CM are obtained from heterogeneous polymer sys-
tems. Th ese materials have specifi c optical and electrical properties, caused by 
special processes associated with the interaction of small charged particles or 
their ensembles where redistribution of charges takes place under external ef-
fects of the relevant fi elds.

Among the analyzed methods of formation of chemisorbed macromolecules 
with colloidal carbon particles, the most applicable of them are electrochemical 
and electrofl otational. Reactions of electrochemical polymerization (initiation) 
occur mainly on the electrode surface, while the growth, restriction or breaking 
of chains occur usually in the liquid phase surrounding the electrodes. 

Despite the fact that CM with special properties can be obtained by the 
electrochemical method, the thermal method has several advantages. First of 
all, the obtained carbon-polymer particles are less decomposed and degraded 
during formation. Th e other way to obtain carbon-polymer materials (particles 
and CM) is (except for microencapsulation) their retrieving at the polymer-
ization stage. So, in this case, synthesis of the material occurs not in the pres-
ence of prepared polymers, but in the simultaneous formation of the matrix and 
particles. Th e generation of cluster dispersions occurs here in matrices, which 
polymerize and limit the growth of the formed particles.

In our case, the method of electrical resistance was used for the analysis of 
the PCM formation conditions. It allowed optimization of the mixing modes 
for composite components powder mixtures and temperature-time intervals 
for their compaction into bulk compositions [84]. Th e electrical resistance of 
powder mixtures was measured on devices, the functional diagrams of which 
are given in [84]. It is measured in two ways: 1) in the process of mixing powder 
mixtures; 2) in the process of pressing specifi ed powder mixtures.

Th e structure of compounds (distribution of powder components) was 
studied with an optical microscope “Neophot-2”. Aside from fl uoroplastic (FP) 
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Fig. 5.11. Changes in the normalized electrical resistance (R/R0) of FP powder (1), EG 
powder (2) and FP-EG powder mixtures with the EG content C (% vol.) of  30 (3), 40 (4), 
70 (5), 90 (6) regarding the mixing time τ [84]
Fig. 5.12. Resistivity of the container with FP-EG powder mixtures vs compacting 
pressure. EG contents (% vol.) of 3.9 (1), 4.0 (2), 4.5 (3), 5.0 (4), 10.0 (5), 20.0 (6) [1]. 
Insert. Resistivity of the container with FP-EG powder mixtures vs EG content at com-
pression to 50 MPa

powder B3, EG with a bulk density of about 15 kg/m3 and a specifi c surface area 
of 5 ∙ 104 m2/kg was used for the production of composite mixtures.

Th e research results for changes in the standardized electrical resistance 
(R/R0) of FP and EG powder mixtures and their individual powders regarding 
the mixing time are displayed in Fig. 5.11.

Th e dependence displayed in the fi gure evidences that possible changes 
in the morphology of FP particles during mixing have a slight eff ect on the 
electrical resistance of the fi lled cell (Fig. 5.11, curve 1), whereas the mixing 
of EG powders (Fig. 5.11, curve 2) and composition mixtures of FP-EG with 
diff erent contents of graphite instantly cause a signifi cant decrease in the elec-
trical resistance R. Since at the very start of such mixing, EG particles change 
their morphology, and their bulk density increases considerably from 15 to 
50 kg/m3, this, undoubtedly, causes a decrease in R. Moreover, aft er comparing 
curves 3—6, we can state that the increased content of the conductive compo-
nent in the mixtures is followed by the increase in the electrical resistance stabi-
lization time. Th ese facts should be taken into consideration while elaborating 
the NCM production technologies similar to the described above.

Th e results of the study of the powder mixtures compression eff ect on the 
mixture resistivity measured in the pressing direction (ρ||) are shown in Fig. 5.12. 
It can be seen that ρ|| decreases with increasing the compression degree (P). Th e 
dynamics of such a reduction depends on the content of EG and manifests itself 
signifi cantly in EG contents (C), which are close to the percolation threshold 
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(insert in Fig. 5.12). Furthermore, the higher EG content naturally results in the 
lower electrical resistance of compressed composite mixtures.

Nevertheless, it was interesting to analyze processes of structural relaxation 
and the corresponding resistance changes in the cell with compressed EG aft er 
removing the load. Th e results are represented in Fig. 5.13. Th e specifi c feature of 
the displayed relations is that in the process of uniform compression of powders, 
their cyclic compression (Fig. 5.12) fi rst causes reducing the electrical resistance of 
compressed samples and then its increasing aft er the structural relaxation, which 
corresponds to the degree of compression. In the direction perpendicular to the 
compression direction, the dependence between the resistance (ρ┴) and the den-
sity of EG samples at a pressure of P = 0.8 MPa tends to a maximum (Fig. 5.14). 
For EG + FP mixtures, such a maximum is also found. Th ough these features are 
not observed along the compression direction in similar relations ρ = f (P, d).

Th ese fi ndings undoubtedlundoubtedlyy characterize the structural changes occurring 
in the conductive CM cluster, and morphological and structural defect changes 
of cluster particles and their graphene layers, when samples are compressed. 
Th e resistance is low along with the layers (up to 10-6 Ω∙m) and high perpendic-
ular to them. Th e ratio of these resistances is about ~104 for natural graphite and 
~103 for artifi cial pyrolytic graphite. When the density of the EG is (0.2…0.3) × 
× 103 kg/m3, that is when its compression equals P ≤ 1 MPa, the resistivity anisot-

Fig. 5.13. Resistivity changes in the compression direction of the com-
posite powder mixture of FP EG under their cyclic stepped loading. EG 
content is C = 5.5% vol. [84]
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ropy is practically not observed. 
Th us, the electrical resistance of 
such material in both perpendicular 
and parallel pressing directions has 
the same value ~(4…6) ∙ 10-3 Ω ∙ m. 
When the density of samples in-
creases, i.e. the compaction pressure 
grows, the resistivities ρ|| and ρ┴ be-
gin to diff er. 

Generally, the electrical resis-
tance of EG powder samples con-
sists of the material (graphite) resis-
tance, considering the chaotic or or-
dered arrangement of its vermicular 
particles and their components, and 
the resistance of diff erent section 
borders. Th ese are mainly the sur-
face borders of the vermicular par-
ticles and pores at small pressures 
(P < 0.5 MPa) and borders between 
planes of layered particles (lenticu-
lar fl akes) (P > 0.5 MPa) and at pres-
sures leading to the fl ake destruc-
tion (P > 40...50 MPa), which are 
the micro-structure borders. From 
dependences in Figs. 5.12—5.14, 
one can conclude that the electric resistance method enables monitoring the 
pressing process kinetics of composite mixtures, the nature and the size of the 
carbon component elastic aft ereff ect in the NCM considered.

We note that EG samples with diff erent densities (compressed at diff erent P) 
show diff erent compression resistance and relax diff erently aft er compression. 
Th e structure framework compaction and the porosity reduction occur at the 
initial stages of compression (up to P = 0.5 MPa), herewith, most EG particles 
are still intact. Th us, the electrical resistance formation involves both particle 
interfaces and the crystallographic graphite planes unsusceptible-oriented in 
the measuring direction. Th e increase of the compressive stress of EG up to 
P > 0.5 MPa leads to the vermicular particles’ delamination. 

Th e fl akes line up perpendicularly to the compression direction, which results 
in the material densifi cation and, correspondingly, in the decrease of its resistivity. 
When the material density reaches d = 1.7 ∙ 103 kg/m3, the samples compression 
is accompanied by the elastic-plastic deformation of structural elements. At the 

Fig. 5.14. Resistivity changes of the com-
posite powder mixtures of FP and EG under 
their loading and unloading perpendicular 
to the compression direction. EG content is 
C = 5.5% vol. [84]

Fig. 5. 15. Microstructure of the initial EG 
particle [87]
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same time, the dissipated deformation energy constitutes a signifi cant part of the 
energy that is spent on the material deformation, thereby, the internal pressure 
and the density of structural defects increase. When the internal pressure reaches 
its critical value, the structure elements lose their elastic-plastic properties due to 
processes of local and general particle destruction. Th e deformation mainly ac-
quires a plastic nature. Th erefore, when manufacturing products from the EG  + 
+ FP mixtures, their revealed structural changes occurring during mixing and 
compaction must be taken into account, and the optimal modes must be chosen.

Microstructure. Th e results of EG microstructure study have shown (Fig. 
5.15) that each vermicular particle consists of micro-crystallites, which have 

Fig. 5.17. Microstructure of EG samples with the mean particle size of 40 μm, compacted 
at a pressure of 450 kg/cm2: a — along the pressure direction, b — perpendicular to the 
pressure direction

Fig. 5.16. Microstructure of powder mixture of FP-EG (a) and FP-EG (b) NCM with EG 
content C = 5% vol. (magnifi cation ×40)
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Fig. 5.18. Microstructure of the samples from FP-EG powder mixtures with the mean 
particle size of 260 μm and EG content of 20% vol. compacted at a pressure of 450 kg/cm2: 
a  — along the pressure direction, b  — perpendicular to the pressure direction [88]

a structure similar to the structure of natural graphite. Th e distance between 
parallel-oriented planes in particle varies from 10 nm to 10 μm [85], while the 
size of separate fragments ranges from units to hundreds of nanometers [86], 
i.e., each microcrystal consists of a series of graphene layers.

Analysis of the microstructure of PCCM mixture components shows that 
there are small white FP blotches on the surface of EG particles (Fig. 5.16, a). 
Th eir shape is spherical with a diameter not exceeding few microns. Aft er press-
ing and sintering, EG particles delaminate and more or less evenly spread in 
the FP matrix (Fig. 5.16, b). At the same time, due to the structural features of 
EG, NCM acquires some macro-layering with layers arranged perpendicular to 
the sample compression direction (Figs. 5.17, 5.18). Overall, the research has 
shown that the structure of graphite clusters in NCM FP-EG depends on both 
the content of EG and the conditions of preparing compositions. 

Th e analysis of the structural changes in PCCM during its sintering sug-
gests that EG fi ller is capable of structuring the polymeric matrix, changing 
its mechanical stress and the crystallinity degree of the polymer matrix. Let us 
consider the FP-EG composition as an example.

Typically, these features depend on the degree of EG dispersion. Th us, the 
nature of contact at the interface is essential in the interaction mechanism of 
fi ller particles surface with the polymer macromolecules. In most cases, it is 
necessary to ensure close and full contact of components, therefore, the choice 
of dispersed fi llers is, fi rst of all, determined by the size of particles and their 
morphology. Th e smaller size of the fi ller particles and their more fl aked shape 
result in more intense interaction between the polymer and the fi ller particles. 
Th ereby, the powder dispersion is the most important characteristic as long as 
it forms properties of all dispersed system. 
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Depending on the degree of dispersion infl uence on the properties of heteroge-
neous systems, dispersed systems can be divided into the following types [89, 90]:

сlustered (nanosized) with a cross-section of particle sizes s = 0.5...10 nm;• 
ultramicroheterogeneous (ultradispersed) with • s = 10...100 nm;
microheterogeneous with • s = (0.1...1) μm;
coarse-dispersed with particles size more than 10 μm.• 

One of the most important characteristics of the dispersity is a surface area or a 
specifi c surface Ss of the dispersed particles, related to the particle size as follows:

rsp
F

kS
s

=
⋅

 ,

where k is a coeffi  cient of particle shape (for spherical particles k = 6, for pris-
matic k = 12) [91, 92], ρF is the real density of material, s is the mean particle 
size of the dispersed phase.

Th e fi ller specifi c surface increase leads to the growth of phase boundaries 
in the polymer-fi ller system. So, starting with Ss = 2.3 m2/g, corresponding to 
a particle diameter of 10 μm, the proportion of the phase separation surface, 
i.e., the interfacial layer in the polymer-fi ller system, increases sharply, while 
the polymer content in the boundary layers may exceed 10% at layer thickness 
0,1 μm [92]. Th is determines relations between the composite material charac-
teristics and the properties of the boundary layer. 

Another important evaluation parameter of disperse systems is a packing 
factor (F), which determines the maximum volume fraction of the dispersed 
phase in a fi xed volume. In case of the disperse fi ller particles with a size of 
s > 40 μm, the packing factor does not signifi cantly depend on the equivalent 
particles diameter and corresponds to the average density of a cubic packing of 
particles (0.55). Th e decrease in the particles size results in the packing density 
reduction, especially when s < 10 μm. It is connected with the change of the par-
ticles shape and with formation of large particle aggregates with an increased 
number of pores. At the same time, the total porosity of the material increases, 
leading to decrease in the bulk density and F parameter.

Fig. 5.19. Dependence of the resistivity of 
the cell with FP-EG powder mixture with a 
mean EG particle size s = 80 μm and its con-
tent C (% vol.) of 15 (1), 20 (2), 100 (3) on the 
compaction load



261

5.3. Polymers filled with carbon nanomaterials

According to the research results displayed above, the method of electrical 
resistance is more effi  cient for analyses of the structural changes occurring in 
the process of nanocomposite manufacturing. 

Th e eff ects of uniform compression of the FP-EG powders composite mix-
tures with a mean EG particle size of s = 80 μm and their diff erent contents on 
the electrical resistance along the pressing direction are shown on Fig. 5. 19.

Fig. 5.19 displays that the electrical resistance decreases with increasing 
compression degree for the FP-EG mixtures, as well as for mixtures with non-
dispersed graphite (Fig. 5.11). It is also clear that when the electrical resistivity 
is higher, the volume content of EG particles in the composition is lower.

Th e pressure at which samples become conductive indicates that a continu-
ous conductive cluster has been formed in the mixture. Th at means the electri-
cal conductance occurs in mixtures with a mean EG particle size 80 μm at a 
pressure of about 200 kg/cm2 for EG content of 15% vol. and at a pressure of 
100 kg/cm2 for EG content C = 20% vol. Similar dependences were obtained for 
FP-EG samples with diff erent mean particle sizes.

The effect of the manufacturing conditions on the structure. Th e XRD 
methods allow investigation of microstresses in a sample containing several phas-
es [93]. Technology for polymer composite materials manufacturing includes 
heating, cooling, and compressing under temperature. To produce the NCM un-
der consideration, a raw material was used in the form of powder mixtures of the 
relevant components. 

Th e samples were mainly sintered under pressure at the polymer melting 
temperature. It has been found that EG has a diff erent density and resistance, 
depending on the compaction pressure P [84]. It is obvious that an amount of 
pressure applied to samples during NCM manufacturing will aff ect the degree of 
the EG lattice microdistortions and microstresses occuring therein. Th e greater 
pressure applied to the material, the greater these stresses. As we have pointed out, 
in case of compaction of vermicular EG particles, consisting of scales arranged 
perpendicular to the applied pressure [84], that is confi rmed by the increase in the 
resistivity anisotropy. Aft er reaching a certain load, graphene layers begin to slide 
over each other and break. At the beginning of planes sliding, microstresses of the 
graphite crystal lattice are maximal.

Th e XRD method helps to study stresses in small areas and analyze their hetero-
geneity inside the sample. Analysis of macroscopic residual stresses was performed 
according to the results of precise determination of the lattice parameter correspond-
ing to phase components. Th us, via using the approximation method and mathemati-
cal treatment of physical vapor broadening present in the pattern profi les {002}, {004}, 
the coherent scattering domain size (CSD) for EG was determined (Fig. 5.20 and 
Table 5.4). Th ough, this method was not successful for determining the microdistor-
tions (Δd/d) of EG crystal lattice. Apparently, they are too small, within the error.
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Fig. 5.20. Fragments of XRD patterns of FP (a) and FP-EG NCM with EG content of 
4.2% vol. (b). Samples were made under a load of 32 MPa
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Table 5.5. FP lattice parameters in FP-EG NCM 
samples with EG content of 4.2% vol.

Pprod, MPa

Lattice parameters, nm; lattice volume, nm3

Aft er manufacturing Aft er annealing at T = 200 °C
a c V a c V

4.0 0.642 (1) 4.569 (2) 1.6308 (3) 0.642 (1) 4.453 (2) 1.5895 (3)
8.0 0.642 (1) 4.493 (2) 1.6047 (3) 0.642 (1) 4.458 (3) 1.5913 (5)

16.0 0.642 (1) 4.420 (2) 1.5776 (5) 0.642 (1) 4.456 (2) 1.5905 (4)
26.0 0.642 (1) 4.351 (2) 1.5530 (2) 0.642 (1) 4.462 (2) 1.5927 (3)
32.0 0.642 (1) 4.330 (2) 1.5455 (2) 0.642 (1) 4.454 (2) 1.5898 (3)
33.4 0.642 (1) 4.325 (2) 1.5437 (4) 0.642 (1) 4.455 (1) 1.5902 (3)
40.0 0.642 (1) 4.320 (2) 1.5419 (5) — — —

Table 5.6. FP lattice parameters in FP-EG NCM 
samples with EG content of 5.5% vol.

Pprod, MPa

Lattice parameters, nm; lattice volume, nm3

Aft er manufacturing Aft er annealing at T = 200 °C
a c V a c V

1.6 0.642 (1) 4.569 (2) 1.6309 (2) — — —
4.0 0.642 (1) 4.505 (2) 1.6080 (3) 0.642 (1) 4.455 (3) 1.5902 (2)
8.0 0.642 (1) 4.499 (3) 1.6059 (2) 0.642 (1) 4.458 (2) 1.5912 (6)

16.0 0.642 (1) 4.435 (2) 1.5830 (3) 0.642 (1) 4.456 (2) 1.5905 (4)
26.0 0.642 (1) 4.359 (2) 1.5559 (2) 0.642 (1) 4.455 (2) 1.5902 (2)
32.0 0.642 (1) 4.350 (3) 1.5527 (1) 0.642 (1) 4.454 (2) 1.5898 (3)
33.4 0.642 (1) 4.329 (1) 1.5452 (1) 0.642 (1) 4.455 (2) 1.5902 (3)
40.0 0.642 (1) 4.318 (3) 1.5413 (2) — — —

Table 5.4. CSD size for EG samples produced at diff erent temperatures

Pres-
sure, MPa

CSD size A, nm Dislocation 
density 

Nd, ∙ 10–12

Pres-
sure, MPa

CSD size A, nm Dislocation 
density 

Nd, ∙ 10–1220 0C 215 0C 20 0C 215 0C

0.2 18 (2) 18 (2) — 24.0 12 (1) 15 (1) 0.968 (6)
1.6 22 (2) — 0.508 (6) 32.0 13 (1) 14 (1) 1.100 (6)
8.0 17 (2) 16 (2) 0.620 (8) 40.0 12 (1) 18 (1) 1.130 (5)

16.0 14 (1) 15 (1) 0.750 (7)
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Table 5.4 shows that when the load increases during sample compression, 
the CSD size of EG (A) monotonically decreases compared to the typical values 
for this phase in the initial state (~20 to ~12 nm at a load of Pben = 40 MPa). 
Moreover, it hardly changes at pressures of (16...40) MPa.

It should be noted that the powder samples compacted at 215 °C have 
slightly higher limits for CSDs , which can be explained by the fact that the EG 
powder is better compacted at 215 °C than at RT.

Th e XRD method was also used for determination of the crystal lat-
tice parameters of the second component of FP-EG NCM that is a fl uoro-
plastic. Via using [94], the diff raction pattern of the initial FP was indexed 
for pure FP with the lattice parameters a = 0.64 nm and c = 4.25 nm (Fig. 
5.20) as well as the crystal lattice periods were specifi ed. Th e obtained values 
(a = 0.642 nm, c = 4.569 nm) were slightly higher than reported in the literature. 
Th e latter were used to determine the crystal lattice parameters of this phase 
in the FP-EG compositions. Two series of NCM samples with the EG content 
C (% vol.) = 4.2 and 5.5 were studied by XRD. According to the phase analysis, 
all investigated samples are diphasic and contain FP and EG phases (Fig. 5.20). 
Th e crystal lattice parameters of fl uoroplastic 3 in the FP-EG NCM are given in 
Tables 5.5 and 5.6.Th e deformation of the FP crystal lattice in the FP-EG NCM 
is illustrated by the dependency of its volume on the load. It can be seen that the 
increasing load in the compressed samples, regardless of the EG content, causes 
a gradual decrease in the FP unit cell volume. Aft er an hour of isothermal an-
nealing of samples at 200 ºC and their slow cooling, the volume of the FP unit 
cell becomes independent of the load during sintering (Tables 5.5 and 5.6). 

Th e fall in the dependency of the unit cell volume on the pressure V(Pprod) 
indicates that the EG density increases with increasing pressure. During solidi-
fi cation of the fl uoroplastic matrix, EG phase remains under stress. Annealing 
leads to “defreezing” of stresses in the graphite component characterized by the 
corresponding changes in the unit cell volume .

Parameters of the EG real structure in FP-EG NCM samples were determined 
by using an etalon (Ceylon graphite). Th e results are shown in Tables 5.7 and 5.8.

As seen, the CSD size of graphite in NCM samples increases with the pressure 
increase to Pprod ~ 20 MPa, though its further increase leads to the size decrease. It 
has been experimentally established that the composite EG material compaction 
proceeds through two stages. Th e fi rst stage is characterized by compaction of EG 
particles and perpendicular orientation of the crystallographic planes (001) along 
the pressing direction. At the second stage, when the overwhelming majority of 
grains are placed in the latter planes perpendicular to the pressing direction, the 
planes’ sliding against each other occurs, resulting in the change in structure pa-
rameters. Particularly, in the fi rst compaction phase, the CSD size increases, but 
with the beginning of the second phase growing, the CSD size reduces. 
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Th e maximum increase is observed in the dependence curves of the CSD 
size and sintering pressure when EG content increases. Annealing of samples 
FP-EG NCM leads to a slight reduction in the CSD size. If we compare these 
relationships with those for pure EG presented in Table 5.4, we can conclude 
about the infl uence of the FP matrix on the structuring process of EG.

In the NCM manufacturing process, the samples are compressed and rolled, 
which results not only in structural defects in the composition layers but also in 
arising stresses, which eventually aff ect NCM physical-mechanical properties. 
Tables 5.7 and 5.8 show that the stress remains unchanged up to the pressure of 
Pprod = 25 MPa, whereas when Pprod = 32 MPa, a maximum appears associated 
with the processes occurring in the composition when the graphite planes slide 
over each other.

Since the EG structures the polymer matrix, the eff ect of EG content on these 
processes is of interest. Th e pure FP diff ractogram [94] displays Bragg peaks on 
the diff use halo background, their maxima range within 2θ = 15°. Besides, there is 
a wide diff use halo around 40° [95]. 

Such Bragg diff raction indincates that FP has an amorphous-crystalline 
structure. Th e ratio of Bragg peaks integral intensity in the crystalline phase to 
the area under the peaks and the halo was taken as a crystallinity characteristic 
χ. It does not indicate the actual content of the crystalline phase, but it is indi-
rectly related to the content of the crystalline phase in the material. Th e degree 
of the matrix crystallinity for this case is determined by the formula:

                                                  
c c

c a

I
I I

=
+

, (5.1)

where Ic is the area under the curve that characterizes the crystalline phase and 
Ia is the area under the amorphous halo.

To determine the crystallinity degree of the NCM matrix, the multiple 
maxima at 2θ = 16° (curve 1 Fig. 5.21) was examined. Th e background set was 
taken from the initial data by the method of baseline. Considering that the mul-
tiplet is composed of three Bragg peaks and the diff use amorphous halo with a 
maximum at 2θ = 15°, it was divided into individual peaks according to Lorenz. 
Th ree main peaks correspond to refl ections from {100}, {101} and {102} planes. 
Th e diff use halo forms due to the presence of an amorphous phase in the poly-
mer matrix. Fig. 5.21 shows the initial data and peaks corresponding to the 
amorphous and crystalline phases and the sum of these maxima.

Sintering of polymer composite materials in a mold includes application of 
pressure to the samples during moving up to the matrix melting point and their 
following cooling under pressure. Th e crystallinity degree vs the manufactur-
ing pressure of FP-EG NCM samples with EG contents of C = 4.2 and 5.5% vol. 
before and aft er annealing at 200 °C is shown in Fig. 5.22. It is obvious that the 
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crystallinity degree of the NCM matrix monotonically increases with increasing 
Pprod, which increases for all the samples up to 90% aft er isothermal annealing 
at 200 °C. Th is suggests their structural changes. At the same time, a decrease 
in the crystallinity degree was observed with increasing carbon content in the 
composition (Fig. 5.23). It becomes smaller at a sintering pressure of 33.4 MPa. 
For the pressure of 40 MPa, the crystallinity degree vs the carbon content re-
mains constant. 

Such a behavior of the matrix crystallinity degree can be caused by the ef-
fect of EG on the crystalline structure. Th e carbon fi ller prevents from forma-
tion of an ordered globular-lamellar structure during the sintering of the com-
posite. Th is results in decreasing crystallinity degree. As shown in Tables 5.7 
and 5.8, the EG phase has the largest CSD and the highest stresses of the second 
type at the pressure 33.4 MPa. Th is indicates the beginning of sliding of EG 
planes against each other and, as a result, EG lamination with the further in-
crease in pressure. Th ere is no dependence of the FP matrix crystallinity degree 
on the EG content in the composition at the pressure of 40 MPa. To sum up, 
the crystallinity degree of a composite material is infl uenced by the conditions 
of annealing, sintering pressure and the carbon fi ller content. Th e FP crystal-
linity degree is more dependent on the content of the carbon fi ller under low 
pressures (P < 30 MPa) than under high pressures. Th e eff ect of pressure on the 
crystallinity degree is stronger when EG content is >4% vol. and weaker when 
it is lower. Under a specifi c pressure (33 MPa), the crystallinity degree of the 
polymer matrix depends neither on the pressure nor on EG content.

Fig. 5.22. Crystallinity degree of pure fl uoroplastic samples (1) and NCM FP-EG with EG 
content of C (% vol.) of 4.2 (2, 3) and 5.5 (4, 5)% vol., sintered at T = 215 °C and cooled 
to the room temperature in compressed states (diff erent P). Curves 3 and 5 show changes 
in the matrix crystallinity of samples pressed under these conditions aft er annealing at 
T = 200 °C for 30 min

Fig. 5.21. Fragment of XRD pattern of FP-EG NCM with EG content of 4.2% vol. Th e 
sample was produced at 215°C under the load of 32 MPa: 1 — initial data, 2 — crystalline 
peaks, 3 — amorphous halo, 4 — the sum of amorphous and crystalline peaks
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Fig. 5.23. Matrix crystallin-
ity of FP-EG NCM samples 
pro duced at various pres-
sures and EG contents.

Fig. 5.24. Relationship between the fl uoroplastic crystallinity degree in FP-EG NCM with 
EG content C = 5% vol. and EG dispersity of samples manufactured in the same conditions
Fig. 5.25. Relationship between the degree of FP crystallinity in the FP-EG NCM with a 
mean EG particle size of  40 (1), 80 (2), 180 (3), 260 (4) μm and the EG content

Table 5.7. Parameters of the real EG structure 
in FP-EG NCM samples with EG content C = 4.2% vol.

Pprod, 
MPa

Before annealing Aft er annealing at T = 200°C
A, nm Δd/d εII, GPa A, nm Δd/d εII, GPa

0.0 18 (1) — — 18 (1) — —
4.0 20 (2) 0.00163 (4) 0.163 (4) 21 (3) — —
8.0 24 (1) 0.00147 (4) 0.147 (4) 32 (2) 0.00102 (3) 0.102 (3)

16.0 38 (3) 0.00158 (4) 0.158 (4) 22 (2) 0.00208 (5) 0.208 (5)
26.0 36 (3) 0.00170 (2) 0.170 (2) 80 (9) 0.00540 (6) 0.540 (6)
32.0 76 (6) 0.00435 (4) 0.435 (4) 17 (1) 0.00210 (2) 0.210 (2)
40.0 25 (3) 0.00125 (3) 0.125 (3) — — —
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Moreover, the degree of the FP 
matrix crystallinity depends on the 
dispersion of the used fi ller. Th e 
character of changes in the crystal-
linity degree χ depending on the EG 
dispersion is displayed in Fig. 5.24. 

Th is dependence points out certain peculiarities of the dispersion infl uence (and 
so the carbon component morphology) on the FP crystallization processes. 

Fig. 5.24 shows that the degree of the FP matrix crystallinity increases with 
decreasing the EG dispersion, which can be related to the change in the fi ller par-
ticles’ morphology and the peculiarities of their distribution in the polymer vol-
ume. As known, the decrease in macromolecule mobility near the fi ller surfaces 
creates favorable conditions for the appearance of crystallization nuclei [96]. By 
the analogy with nanoclays [97, 98], we can assume that large EG particles, due to 
their morphology, better delaminate in the FP matrix. As a result, the total active 
surface of the fi ller particles rises, and the number of nucleation centers increases. 
Th erefore, the FP crystallinity increases with an increase in the mean particle size 
of EG. So, for FP-EG NCM with the EG content C = 5% vol. and mean particle 
size s  = 40 μm, χ is ≈ 55%, whereas for s  = 260  μm, χ is 65.7%.

When the carbon fi ller content increases, the aggregation of particles oc-
curs and the heterogeneity of the system decreases. Th e crystallinity degree also 
decreases. Fig. 5.25 shows the content dependence of χ for NCM FP-EG.

Fig. 5.26. Dependences of structural ani-
so tropy parameter of FP-EG NCM with 
EG content C (% vol.) of 5(1); 10(2); 15(3); 
20(4) on the dispersity level of EG

Table 5.8. Parameters of the real EG structure 
in FP-EG NCM samples with EG content C = 5.5% vol.

Pprod, 
MPa

Before annealing Aft er annealing at T = 200 °C

A, nm Δd/d εII, GPa A, nm Δd/d εII, GPa

0.0 18 (1) — — 18 (1) — —
4.0 27 (5) 0.00141 (3) 0.141 (3) 22 (5) — —
8.0 32 (7) 0.00131 (4) 0.131 (4) 27 (3) 0.00200 (4) 0.200 (4)

16.0 34 (4) 0.00143 (2) 0.143 (2) 36 (5) 0.00215 (3) 0.215 (3)
26.0 41 (5) 0.00188 (5) 0.188 (5) 22 (1)1 0.00219 (5) 0.219 (5)
32.0 79 (8) 0.00441 (3) 0.441 (3) 91 (9) 0.00422 (7) 0.422 (7)
33.4 — — — 35 (4) 0.00261 (3) 0.261 (3)
40.0 23 (3) 0.00170 (2) 0.170 (2) — 0.00177 (3) 0.177 (3)
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Th e marked decrease in the crystallinity degree, accompanied by the in-
creased amount of the fi ller, is associated with the size of crystallites, formed dur-
ing the NCM creation. At the same time, the supramolecular structure, character-
ized by the formation of small spherulites distributed in the matrix volume, exerts 
its infl uence as well [99]. It is determined by the increase in structurally active 
part of the EG surface, where FP crystallization processes occur. Furthermore, the 
volume fraction increase regarding the friable boundary layer at the fi ller-matrix 
interface contributes to the amorphous part of the composition. 

Microstructure analysis of the FP-EG NCM with a diff erent EG content and 
dispersion showed that the NCM structure is layered.

In the process of sample sintering, EG fl akes are oriented perpendicular to 
the pressure direction. Besides, the average thickness of the carbon layers increas-
es with decreasing dispersion. For example, if FP-EG NCM has the content of EG 
C = 10% vol. and particle size of s = 80 μm, the average layer thickness is ≈ 8μm, 
and for EG dispersion s = 180 μm, it is ≈12 μm. Th e increase in EG content leads 
to the conglomeration of aggregates. Th e thickness of carbon layers increases and 
ranges from 8 to 20 μm. Th e examination of shear microstructure shows the main 
conductive EG channels and individual graphite fl akes’ aggregation.

Analytical assessment of structural anisotropy of FP-EG NCM samples was 
performed on the basis of their microstructure. Th e ratio of the carbon com-
ponent area to the total area of the composition was defi ned, and the structural 
anisotropy parameter (Ga) was calculated according to the following formula: 

    100%EG
a

EG FP

S
G

S S
= ⋅

+
, (5.2)

where SEG is the area occupied by EG particles and SFP is the area occupied by FP. 
Th e dependence of parameters of FP-EG NCM structural anisotropy on the 

mean fi ller particle size is shown in Fig. 5.26. Ga parameter provides the possi-
bility to estimate the fi ller content distribution on the cut surface of the NCM. 

Th e value of Ga decreases with increasing the fi ller dispersion and increases 
with increasing the carbon component content in the polymer matrix. So, for 
FP-EG NCM with the fi ller content C (EG) = 5% vol., Ga decreases from 20% to 
9% with the increasing EG dispersion, while for EG with C (EG) = 20% vol. the 
structure anisotropy parameter decreases by almost 2.5 times.

Eff ect of thermally expanded graphite dispersity on the percolation 
characteristics. Fig. 5.27 shows the dependences of the specifi c resistivity for 
samples of FP spectrally pure graphite (SPG) and FP-dispersed EG (dEG) 
on the fi ller content [100]. Th e experimental dependences (Fig. 5.27) have a 
threshold character and can be described by the percolation theory. Ideally, ac-
cording to the theory of lattice models of junctions [101], the conductivity must 
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vary jumpwise (changing by several orders). In reality, as seen from the curves 
obtained, a drop in resistivity occurs in a certain narrow region of contents, 
which is referred to as a smeared region [102] or the width of percolation transi-
tion. For such systems, two percolation transitions, CC and CC

* , can be seen (Fig. 
5.28). In his model, S.M. Aharoni [103] showed that the appearance of CC and 
CC

* can be associated with the number of contacts per single fi ller particle (of the 
conducting phase). According to this model, at C = CC, one contact falls within 
one particle, and the composition is insulating. An increase in the number of 
particles leads to an increase in the number of contacts, and at C = CC

* , at least 
two contacts fall within one particle, the particles can form conducting chains, 
and the system becomes conducting. Th at is, in the region of the percolation 
transition, an increase in continuous clusters occurs, which is considered to be 
formed at C = CC

*. A further decrease in resistivity is attributed to the increase 
in the conducting branches of the continuous cluster with an increase in the 
conducting phase content in the material. 

Th e ρ (C) dependences for CM of FP-dEG and FP-SPG can be divided into 
three sections, namely, the high ohmic one, where the resistivity of the sys-

Fig. 5.28. Content dependence 
of the resistivity of FP-EG CM. 
Insert: logarithmic dependence 
of lg ρ on lg (C – CC) [100]

Fig. 5.27. Content dependen-
ces of the resistivity of FP-
spect rally pure graphite CM 
(1); FP-initial EG CM (2), and 
FP-dEG with mean sizes of EG 
particles of 260 (3), 180 (4), 80 
(5), and 40 (6) μm [100]
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tem varies weakly; the section of maximum change in ρ (C); and the range of 
minimal resistivity, which precisely corresponds to percolation theory and al-
lows us to analyze the formation of the percolation cluster in the systems under 
study. In turn, on the experimental ρ (C) dependences for FP-dEG CM, the high 
ohmic section is absent, and a drop of the resistivity is observed to be followed 
by its minimal change in the low ohmic section of the curve. Th is and the diff er-
ent widths of the percolation transition of the considered systems are related to 
diff erent areas of contacts between carbon component particles [104] and, as a 
consequence, to a diff erent capacity of fi ller particles to form conducting chains 
in a composite system. 

Th e threshold dependences of the specifi c resistivity (Fig. 5.27) can be de-
scribed using the percolation theory by the scaling dependence [105]

    ρ (C ) ~ ρ0 (C – CC)t,           (5.3)

where ρ0 is the specifi c resistivity of the electrically conducting component, 
C and CC are the arbitrary and critical contents of the electrically conducting 
phase, respectively, and t is the critical index.

Using the ρ(C) dependences for the FP-SPG and FP-EG compositions, the 
CC value of the percolation transition was determined as the intersection of 
straight lines that approximate the decreasing section of the ρ (C) character-
istics and the low ohmic branch of the experimental curve [104]. Th en, using 
the approximated value of the percolation threshold, we constructed the de-
pendences of the logarithm of the resistivity on the logarithm of the diff erence 
(C – CC) (Fig. 5.29). Th e ρ value was taken in the content region of C > CC.

Using the least squares method and applying the linear approximation of 
the dependences lgρ = f (lg (C – CC)) (Fig. 5.29) [100], we determined the critical 
index t. Table 5.9 lists the results of the calculation of the percolation param-
eters for the composite FP–SPG and FP-dEG systems. 

Th e value of the critical index for the FP-initial EG CM is 1.76, which cor-
responds to the model of a 3D lattice with electrically conductive joints con-

Table 5.9. Percolation threshold and critical index 
for FP-graphite and FP-disperse EG CM [100]

NCM
Percolation 
threshold, 
C0,% vol.

Critical 
index, t NCM

Percolation 
threshold, 
C0,% vol.

Critical 
index, t

FP-graphite 32 2.06 FP-EG (180 μm) 7.5 1.96
FP-EG (initial) 5.2 1.7 FP-EG (80 μm) 9 1.81
FP-EG (260 μm) 6.5 1.78 FP-EG (40 μm) 12.5 2.3
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sisting of EG particles and blocked joints from fl uoroplastic particles. With an 
increase in the EG disperse level, the increase in the values of both the perco-
lation threshold and the critical index of the compositions was observed. Th is 
can be explained by the deterioration of immediate electric contacts between 
the electrically conducting particles of the fi ller and, hence, distortion of the 
conductive 3D lattice of the fi ller. Since dispersion causes a change in the 
morphology of EG particles and their form approaches equiaxial (as shown 
above), the uniformity of distribution of the conducting component in the 
CM matrix is perturbed, which is related to the agglomeration of fi ne fi ller 
particles and the formation of an insulation region from fl uoroplastic. Th e 
shift  of the percolation threshold toward higher contents for the FP–EG CM 
with decreasing average size of fi ller particles results from the impairment of 
the capacity of particles of a higher dispersion level to form continuous elec-
troconducting clusters. 

For lattice models where the charge transfer in a continuous cluster can be 
considered a problem of percolation of the fl ow through lattice joints, H. Scher 
and R. Zallen [106] suggested that it is possible to relate the volume fraction 
fi lled with spheres (when conductivity arises) to the lattice parameters: 

    CC = Xc ∙ F ,    (5.4)

 where XC is the critical parameter that characterizes the type of distribution of the 
conducting phase. Fig. 5.30 shows the experimental relation between F and CC.

As seen, in logarithmic coordinates, CC increases with increasing F. Th e pro-
portionality coeffi  cient in this case, with a decrease in the dispersion level of EG 
from 40 to 500 μm, increases from ≈1.4 to 6. Th ese values far exceed the value 
of XC = 0.25, which is typical for volume lattice models and corresponds to the 
statistical distribution of spheres [106]. Th e failure of Eq. (5.4) can be explained 
by the fact that the F value for EG substantially depends on particle shape, and 

Fig. 5.29. Logarithm depen-
dences of the specifi c resistivity 
(lgρ) on the content (lg(C – CC)) 
for samples of FP spectroscopi-
cally pure graphite (1), FP-ini-
tial EG (2), and FP-dEG NCM 
with a mean size of EG particles 
s = 260 (3), 180 (4), 80 (5), and 
40 (6) (μm) [100]
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thus, owing to the developed morphology of EG, F takes lower values. In the 
manufacturing process of NCM samples, the fi ller particles undergo deforma-
tion and fragmentation, and their packing factor increases signifi cantly. Th at is 
why, taking into account the F value to describe the percolation processes in the 
NCM with the initial EG, it is incorrect to use models that relate conductivity to 
the lattice parameters.

Th e research results for the diff erential thermopower. Deformation of 
FP-EG NCM by rolling leads to fi ller structure changes, which is shown up in 
the change in the thermopower. 

As follows from Fig. 5.31, the thermopower decreases with increasing de-
gree of relative rolling deformation of NCM. Th is drop behaviour of the ther-
mopower indicates that with the increase in the degree of rolling, the number 
of carriers in the samples decreases, which can be related to the change in the 
surface area of the carbon component in NCM during rolling. In the non-de-
formed state, the total EG cluster surface will be the largest; more carriers will 
be on it and the thermopower will be maximum. Th e compaction of the struc-
ture of an infi nite EG cluster occurs with the strain growth, and contacts be-
tween the separated cluster parts are improving. Th e total area of its skeleton is 
reduced, and the thermopower is also reduced. However, changes in ET increase 
with increasing EG dispersity. 

 As it was noted, with a decrease in the mean size of EG particles, their shape 
is close to spherical and with increasing EG dispersity, the percolation threshold 
of NCM is shift ed to higher contents. Th is suggests that dispersed EG particles are 
separated in the matrix, and, in comparison with initial EG the percolation thresh-
old of which is 5.2% vol. (due to its large surface), the eff ective fi ller surface, which 
aff ects the thermoelectric power behavior, is greater in EG particles of greater dis-

Fig. 5.30. Dependence of the percolation threshold on the compaction factor of carbon com-
ponent particles. Th e numbers next to points designate the EG dispersion level (μm) [100]

Fig. 5.31. Dependence of the thermopower of FP-EG NCM with EG content C = 10% vol. and 
particle dispersity of 40 (1), 80 (2), 120 (3), 180 (4), 260 (5) μm on the relative deformation (ε

Σ)
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persity. Furthermore, the developed morphological structure of EG particles of 
smaller dispersity favors the formation of larger clusters, in which defective struc-
tures can accumulate and aff ect the carrier diff usion.

Dielectric characteristics. Th e FP-EG NCM is a two-phase system, which 
consists of a good dielectric in the form of an FP matrix and a carbon phase as 
a good conductor. Th e morphology of EG particles and their distribution are 
related to the electrical properties of NCM and aff ect the percolation param-
eters of the conductivity system. We can assume that the spatial distribution 
and morphology of EG particles will also aff ect the dielectric properties of com-
positions.

Electrically conductive PCMs are characterized by a frequency-dependent 
complex dielectric permittivity ε (f), which consists of a real part ε’(f), represent-
ing the relative dielectric permittivity of the material, and an imaginary part 
ε’’ (f), which falls on losses [107]: 

    ε (f) = ε/ (f) + iε//(f).   (5.5)

Th e relation is the tangent of the angle of dielectric losses, or the loss coef-
fi cient, which characterizes the degree of energy absorption of an alternating 
electric fi eld in a dielectric, which results from the diff erence in phases δ be-
tween the oscillations of the electric shift  and the external fi eld E. 

In the case of fi lled polymers, the dielectric properties of compositions are 
determined not only by the polarization mechanisms in the dielectric but also 
by the interaction of local electric fi elds that exist around each fi ller particle 
with the induced charge on the conducting phase surface.

Figure 5.32 shows the frequency dependences of the dielectric permittivity 
and the tangent of the angle of dielectric losses for NCM FP-dEG measured at 

Fig. 5.32. Frequency dependence of the dielectric permittivity (a) and tangent of angle of 
dielectric losses (b) for NCM FP-dEG with an EG content of 3% vol. and dispersion of its 
particles s = 40 (1), 80 (2), 120 (3), and 260 (4) μm [100]
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room temperature. Th e dielectric permittivity decreases with increasing frequen-
cy. Th us, for the NCM FP-dEG with C = 3% vol. and s (EG) = 40 μm (curve 1), the 
dielectric permittivity ε at f = 0.5 kHz is 2.13, and at f = 50 kHz, ε = 2.06.

In NCM FP-EG, the particles of the conducting phase that result from the 
action of the external electric fi eld become macrodipoles, the reduced (induced) 
dipole moment of which varies depending on the alternating current frequency. 
Here, due to the appearance of microcurrents in the particles, migration polar-
ization occurs [108], the physical cause of which is the presence of bulk phases 
with diff erent electric conductivity in nonuniform materials. Th is leads to com-
pression of free carriers at the boundaries of a more conducting phase and the 
formation of the corresponding macrodipoles. As the nonuniform materials 
are introduced into the electric fi eld, the free electrons begin to migrate within 
the limits of each insertion, forming polarized regions. In the NCM FP-dEG, 
with an increase in the mean EG particle size (40—260 μm), the number of 
contacts between the EG particles increases, resulting from the change in the 
morphology of particles and their exfoliation in the polymer bulk. Th e length 
of macrodipoles increases as well. However, since the dielectric permittivity and 
the tangent of the angle of dielectric losses depend on the alternating current 
frequency, we can confi rm that the particle polarization process is slower than 
the variation in the external fi eld frequency, and in this situation, high energy 
consumption is expended on the polarization of large EG particles.

For NCM FP-EG samples with a fi ller content of 3% vol. (the experimental fre-
quency is f = 0.5 kHz), with an increase in the EG particle mean size from 40 to 
260 μm, ε increases from 2.1 to 2.5, and the tangent of the angle of dielectric losses 
varies from 5.5 × 10–3 to 8.5 × 10–3. Th at is, both ε and tgδ increase in proportion to 
the decrease in the dispersion level of the fi ller. Th is again can be attributed to the in-
crease in the interface surface area between the matrix and fi ller, which enhances sur-
face polarization and, hence, leads to higher dielectric losses that characterize high 
energy consumption for polarization of EG particles with a lower dispersion level.

Physical-mechanical and percolation characteristics. In producing polymer 
compositions with non-conductive matrices and conductive fi llers, the material 
becomes electrically conductive when the fi ller content exceeds the percolation 
threshold. Such CPCMs are prospective for use in various fi elds of technology. 
Th ey have a wide range of useful properties. Particularly, they can be used for the 
production of sensitive electrodes [109], sensors for fi xing low chemical vapor con-
tents [110], elements of electrical heaters [111], items for protection from radiation 
and electronic smog, as well as controllers, load cells, etc.

In our case, the expanded graphite is a fi ller in CPCM. Since the electrical and 
physical-mechanical characteristics depend on the particle size and morphology, 
the ways for optimizing these parameters for EG particles are described below.
Th e initial powder of EG was dispersed in a mechanical mixer and separated with 
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sieves into fractions with the cross-sectional 
size of particles (s) in the range of (40...60), 
(60...100), (160...200) and (200...315) μm 
[88]. Th e value of the bulk density (D) of the 
obtained powders of diff erent dispersion is 
displayed in Fig. 5.33.

To obtain composite mixtures, FP and EG powders were mixed in a rotary 
mixer. Th e EG content varied from 5 to 20% vol. in the obtained mixtures. A de-
vice for measuring the electrical resistivity of a cell with the mixture during 
compression is presented in [84].

To get a compacted material, the corresponding mixtures were sintered 
in a mold under a pressure of 20 MPa at a temperature of (217 ± 0,5) °C. Th e 
sample thickness was 1.5...3 mm, and the diameter was 20 mm. Th e resistivity ρ 
of the compacted NCM samples was measured by the four-point method. Th e 
horizontal tensile testing machine with a computer was used for measuring the 
dependence between the voltage and the sample relative deformation (σM). Th e 
relative error of these measurements did not exceed 3%.

Th e dependence of the resistivity (ρk) of the container with the FP-EG 
powder mixtures, measured in the pressing along the applied load, is shown 
in Fig. 5.34. 

It is clear that with an increase in the compression, ρk decreases, and the de-
crease degree depends on the EG content in mixtures. Th us, larger values of ρK 
are fi xed at a lower volume content of EG. For example, in FP and EG mixtures 
with an EG particle dispersity of 260 μm, the resistivity decreases by almost 
5 orders of magnitude at P = 45 MPa, meanwhile, in the EG mixtures with 
C = 20% vol., this decrease is not more than two orders of magnitude, and when 
C = 5% vol. it is about 0.158 Ω ∙ m [88]. With the further increase in C and P, the 
material compacts, the mean size of conductive clusters grows, and the isolated 
clusters merge into the so-called “infi nite” cluster, which permeates the entire 
system. Th us, a conduction channel or a number of such channels appear. Th e 
further increase in both C and P causes the further growth of the infi nite cluster, 
whereas the resistivity of the container with the mixture decreases. Th e decrease 
in EG particle size reduces their ability to form cluster structures. 

Th us, the FP-EG powder mixtures with EG dispersity of 80 μm and EG 
content C = 10% vol. behave as insulators. At the same time, the conductivity 
of mixtures with EG dispersity s = 260 μm arises for C = 5% vol. when the pres-
sure is higher than 10 MPa. When the EG particle cross-section decreases to 80 
μm, the resistivity of the cell with the initial EG at P = 5 MPa increases to ΔρK = 

Fig. 5.33. Relationship between the EG powder 
bulk density and its dispersity [88]
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Fig. 5.34. Dependence of the resistivity of the cell with FP-EG powder mixtures, EG con-
tent (% vol.) of 5 (1); 10 (2); 15 (3); 20 (4); 100 (5), and a mean particle size (μm) of 80 
(a), 130 (b), 180 (c), 260 (d) on the applied load. A indicates points corresponding to the 
pressure under which the resistivity is noticeable [88]

= 1.67 × 10–2 Ω∙m, whereas, the change of ρK is to 6.94 ∙ 10–4 Ω∙m at P = 30 MPa. 
Despite the fact that the electrical resistance of the initial EG consists of the 
electrical resistance of the individual particles and the contact resistance be-
tween them, it can be stated that the increase in EG dispersity during grinding, 
followed by a change in its morphology, causes the growth of the integrated 
area of interparticle contacts, which results in reducing electrical resistance. Th e 
lamination of the initial EG powder into fl akes and their orientation perpendic-
ular to the pressing direction cause an increase in ρ anisotropy. Aft er dispersing 
and approaching the particle shape to the equiaxed type, the resistivity of the 
powder decreases, and when the pressure ranges 5...45 MPa, it hardly depends 
on the degree of compression (Fig. 5.34). 

Analysis of the received results allows us to introduce the concept of a dynam-
ic coeffi  cient of the electrical resistance reduction for graphite, which depends on 
its dispersity. Th is makes it possible to follow the rate of the electrical resistance 
change in FP-EG powder mixtures during their compression. Th e dynamic coef-
fi cient is easy to fi nd aft er approximation of the curves (Fig. 5.34) in the pressure 
range when the mixtures are conductive, by the following equation:

ln (ρK) = ln (ρ0) + QP,
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where ρK (P) is the electrical resistivity depending on the degree of compression, 
ρ0 is the mixture resistivity before compression, P is the pressure applied to the 
sample, Q is a constant (dynamic coeffi  cient of reducing electrical resistance as 
pressure increases).

Consequently, the dynamic coeffi  cient (Q) is a numerical parameter deter-
mined by the ratio of changes in the logarithms of the resistivity to the pressure 
at which the change occurs. It characterizes the dynamics of electrical resistance 
reduction in the material during its compaction.

Th e dependence of the dynamic coeffi  cient of resistivity reduction of the 
FP-EG powder mixtures on the EG volume content is given in Fig. 5.35, which 
shows that when the EG volume content in the mixtures with EG content up 
to 20% vol. increases, Q increases as well, though its further growth hardly de-
pends on the content. Furthermore, with changing EG particle dispersity from 
80 to 260 μm, the dynamic coeffi  cient of the mixture resistivity reduction (with 
C (EG) > 20% vol.) increases by almost 5 times. 

Fig. 5.36 shows the dependences of the resistivity of the container with 
compacted FP-EG powder mixtures on the EG particle dispersity.

It is seen that the higher proportion and the larger size of EG particles in the ma-
terial results in the higher composite mixture resistivity. At the same time, a decrease 
in the content of the graphite component causes an increase in the infl uence of EG 
particle size on the system conductivity. Th us, with the decrease in the EG particle 
size, the electrical resistance doubles for the mixture with EG content C = 20% vol., 
whereas for the initial EG powder it increases only by one order of magnitude.

Th e dependence shown in Fig. 5.37 gives a more detailed estimation of the ef-
fect of the EG dispersity on the electrical properties of FP-EG powder mixtures. 

Fig. 5.35. Dependence of the dynamic coeffi  cient of the electrical resistance reduction for 
FP-EG powder mixture with a dispersity (μm) of 80 (1); 130 (2); 180 (3); 260 (4) on the 
EG volume content [88]
Fig. 5.36. Logarithm dependence of the resistivity of the cell with powder mixtures FP–
EG, compacted at P = 45 MPa, with an EG content (% vol.) of 5 (1); 10 (2); 15 (3); 20 (4); 
100 (5) on the dispersity of fi ller particles
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Fig. 5.37. Dependence of the pressure, at 
which FP-EG powder mixture with an EG 
content (% vol.) of 5 (1); 10 (2); 15 (3); 20 (4); 
100 (5) becomes conductive, on the particle 
dispersity

As seen in the fi gure, when the EG particle size decreases from 260 μm to 
80 μm and the EG mixture content increases from 5 to 20% vol., the curves shift  
toward higher pressures. For the FP-EG mixture with an EG particle disper-
sity of ≈260 μm and its content C = 5% vol. at P = 30 MPa, the ρK value equals 
0.46 Ω ∙ m, but for the FP-EG mixture, in which EG particles are three times 
smaller, similar values of ρK  are fi xed only when C = 20% vol. Such a behavior of 
the composite mixture is determined by the decrease in the EG ability to form 
continuous net structures in the material when the particle dispersity decreas-
es. Consequently, the size of EG particles, or rather their morphology and the 
content are the main factors aff ecting the quality and quantity of the contacts 
between structural elements of the graphite component and the conductivity of 
the system as a whole.

We can conclude that the ability of EG particles to form infi nite electrically 
conductive clusters in FP-EG powder mixtures decreases when the EG particles’ 
dispersity increases, and it increases during compression of the corresponding mix-
tures. Th e electrical resistance method allows one to control percolation processes 
for the systems under examination and, accordingly, to correct their dispersity and 
morphological features in order to obtain electrically conductive polymer composi-
tions. Particularly, the conductivity of the FP-EG nanocomposite powder mixtures 
decreases with the decrease in the cross-section and content of graphite particles in 
the mixtures and increases with the increase in the degree of compression [88]. 

Th e electroconductivity anisotropy of the mixtures is defi ned by EG par-
ticles morphology, therefore when the particle dispersity increases from 260 
to 40 μm, it decreases by ~30%. Th e morphology of the dispersed EG particles 
(up to 40 μm) approaches an equiaxed one. Th is causes a weak dependence of 
the conductivity of mixtures with such particles on the compression degree 
(when P = 5...45 MPa) [88].

Th e conductivity of NCM with another content and dispersity of the fi ller, mea-
sured in the direction perpendicular to the sample plane, is shown in Table 5.10.

Th e table displays that with a decrease in the fi ller dispersity, the NCM 
conductivity increases. Th e content has a similar eff ect on the conductivity. 
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Th us, for FP-EG samples (C = 5% vol. ) with a change in the mean size of 
the fi ller particles from 40 to 260 μm, the value of σ increases from 3.5 × 10 13 
to 8.3 × 10–3 Ω–1 m–1, meanwhile, the conductivity increases from 40.3 to 
1,9 × 102 Ω–1m–1 in the same conditions at the EG content C = 20% vol. Th is 
fact indicates a change in the nature of conductivity, mainly connected to the 
spatial distribution of the fi ller particles and their ability to form a continuous 
cluster in the polymer matrix.

Since the research purpose is to obtain conductive NCM with the optimal 
physical and mechanical properties and to establish an eff ect of the dispersity 
of the carbon fi ller on them, the results of the NCM strength properties are 
presented below (Fig. 5.38).

When the EG particle dispersity increases, the tensile strength limit of the 
samples increases as well as its relative elongation recorded at the break.

Th is is supported by the dependence of the strength (σB) on the critical relative 
deformation of samples with the mean particle size of EG, shown in Fig. 5.39.

Fig. 5.38. Stress-strain dependence σ(ε) for FP-EG CM samples (C = 10% vol. EG) with 
diff erent EG dispersity (μm): 40…60 (1), 60…100 (2), 160…200 (3), 200…315 (4), and 
initial EG (5)
Fig. 5.39. Dependence of the tensile strength limit and the critical relative deformation of 
FP-EG samples with C(EG) of 10% vol. on the mean particle size

Table 5.10. Dependences of conductivity of FP-EG NCM 
on the content and cross-section of EG particles [112]

C (EG),
% vol.

σ, Ω–1m–1

s = (40…60) μm s = (60…100) μm s = (160…200) μm s = (200…315) μm

  5 3.5 ∙ 10–13 4.1 ∙ 10–7 6.2 ∙ 10–5 8.3 ∙ 10–3

10 5.2 ∙ 10–5 4.5 ∙ 10–1 10.1 91
15 3.5 18.7 36.1 1.1 ∙ 102

20 40.3 67.6 1.2 ∙ 102 1.9 ∙ 102
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Th e NCM sample with an EG dispersity of (40...60) μm fails at a stress of 
σB = (28 ± 0.5) MPa, whereas its elongation is about εB = 12%. Th e tensile strength 
is three times lower for NCM with the initial EG powder. Th us, at the critical strain 
εB = 5.57%, its σB = (8.4 ± 0.5) MPa. Th is can be explained by the fact that smaller par-
ticles, by changing their morphology, eff ectively block the spread of defects under the 
increased load and delay the reorientation of macromolecules in the matrix [112].

Th e increase in the EG content leads to deterioration of the strength proper-
ties of the composition. Th e results of the strength investigation of these samples 
with diff erent EG contents prove that the increase in the EG content results in de-
creasing σB in NCM. For example, the samples with C (EG) = 20% vol. and mean 
particle size s = = (200...315) μm are the most fragile. Th eir σB = (9 ± 0.5) MPa, 
which is almost three times less than the strength limit for NCM with C = 5% vol. 
and s = (40...60) μm, whereas, the critical deformation of the examined samples 
is 5.1 and 17%, respectively. For compositions with C = 15% vol. and the EG dis-
persity ranging from 40 to 260 μm, the stress at break decreases from about 15 to 
10 MPa and the elongation does from about 11 to 6%, correspondingly. Such a 
behavior of the NCM parameters is caused by the structural changes that occur 
when the content and dispersion of the fi ller change. When the former increases, 
its clusters become structurally dominant in CM volume. As long as FP is charac-
terized by a weak adhesive interaction with EG particles [113], the material failure 
occurs between the EG cluster areas and the contact zones of FP and EG struc-
tural elements. Th us, crack propagation in the CM occurs in the fi ller, as well as 
in the poor adhesive contact areas of fi ller and matrix. Furthermore, due to the 
morphology, large EG particles with the increased content exhibit a better ability 
to form a continuous cluster in the polymer matrix. Small particles have another 
morphology, their shape tends to equiaxial, and their ability to form continuous 
chains decreases. Th us, the increase in the EG content and the decrease in its dis-
persity results in the polymer layers evolution between the fi ller particles. Th eir geo-
metric parameters change, and the number of direct contacts between EG particles 
increases. Th e nature of σB change can be related to the transition from the adhesive 
strength of fi ller-matrix bonds to the dominant role of the cohesive strength of fi ller-
fi ller bonds. 

It is especially important that with increased EG dispersity, CM becomes 
more rigid. For example, when the EG content (C = 5% vol.) remains the same but 
its dispersity varies, the elastic properties of NCM are not constant. With the in-
creasing mean size of the fi ller particles, the eff ective elastic modulus (E) decreases 
(Fig. 5.40). As for a pure FP, with a modulus of elasticity of about 1.2 GPa [113], 
the addition of 5% vol. EG with the dispersity of 40 μm results in decreasing 
the composite material rigidity, thus, E = (262 ± 0.5) MPa. Th e addition of EG 
powder with a mean particle size of 200...315 μm causes reducing the eff ective 
modulus of more than down to ~46 MPa [112]. 
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Th e general eff ect of both the dispersity and the volume content of EG on 
the FP-EG NCM stiff ness is shown by the respective dependences of the eff ec-
tive modulus (Fig. 5.41). 

Th e increase in the fi ller content reduces the eff ective modulus. For example, 
for compositions with the fi ller particle size of below 60 μm, the increase in the 
fi ller content from 5 to 15% vol. is accompanied by a decrease in the modulus 
from 260 to 220 MPa. Moreover, the dynamics of changes in E (C) increases with 
increasing EG particle dispersity. For example, for the NCM, a mean size of EG 
particles (200...315) μm, the increase in the EG content from 5 to 20% vol. leads to 
a decrease in the E value by only 7 MPa. At the same time, for the FP-EG samples 
with s (EG) = 40 μm the corresponding change constitutes almost 50 MPa [112]. 
Th e obtained results enable us to assert, that with the decrease in the EG particle 
size, the energy of their interaction with the internal FP matrix increases, as a 
result, the NCM becomes more rigid. 

Th e analysis of the data presented in this section allows us to conclude 
that the decrease in the EG particles cross-section from 260 to 40 μm im-
prove the physical and mechanical properties of the FP-EG nanocomposite 
materials. Th at is because the small particles eff ectively inhibit the mobility 
of the structural defects and prevent the reorientation of the polymer mac-
romolecules during deformation. Th e dispersity and the morphology of the 
conductive fi ller particles are the main factors, which infl uence the formation 
of the percolation clusters in the polymer matrices. Th e optimization of these 
factors allows us to obtain a conductive composition without signifi cant loss 
of its strength properties. 

Fig. 5.40. Dependences of the eff ective modulus of FP-EG NCM samples with EG con-
tent C = 5% vol. on the mean EG particle size
Fig. 5.41. Dependence of the eff ective elastic modulus of FP-EG NCM samples on the 
content and dispersity of EG [112]
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5.3.2. Linear polymers with carbon nanotubes

Due to the combination of mechanical, thermal, and electro-
physical properties that are inherent in CNTs, there is a constant expansion of 
the spectrum not only of their application but also of the possibilities of using 
for fundamental research.

Th e complex physical properties of nanotubes make them ideal fi llers for 
polymer composite materials [23—25, 45, 82, 83, 114—117]. Today, it is pos-
sible to signifi cantly increase the thermal conductivity of matrices and obtain 
leading polymers with a low content of MWCNTs. Such materials are used to 
create conductive elements, battery electrodes, sensors, protective screens, an-
tistatic and anticorrosive coatings, and the like. At the same time, mechani-
cal properties, such as the average modulus of elasticity of MWCNTs, which 
is above 1.8 TPa (measured value 1.3 TPa) [22], and tensile strength of 63 GPa 
[118] put them among the most promising reinforcing fi llers in the creation of 
composite materials with increased mechanical characteristics.

However, the tendency of CNTs to form agglomerates due to van der Waals 
forces (0.5 eV/nm) is a limiting factor in realizing the potential of these materi-
als [22, 24, 45, 82, 83, 114—118,]. For eff ective use of CNTs, it is important to 
ensure high homogeneity of their distribution in the polymer matrix, which is 
relevant to the eff orts of many researchers [23—25, 114—117]. Th e promise 
for CNT-fi lled polymers is much higher because they have higher mechanical 
characteristics than unfi lled materials.

In [119], have been considered the regularities of the infl uence of carbon 
nanotubes and another nanoscale system of pyrogenic silica A-300 on the elec-
trical and mechanical characteristics of a composite material based on poly-
mers such as polyethylene (PE), polypropylene (PP), and polytetrafl uoroethyl-
ene (PTFE). Th ese systems are selected for comparison.

Low-density PE and FP as matrixes 
as well as MWCNTs and ground EG as 
fi llers were chosen for the preparation 
of NCM samples for testing. Th e multi-
walled carbon nanotubes (Fig. 3.23) 
(TU U 24.1-03291669-009:2009 (ISC 
NAS of Ukraine)) were synthesized us-
ing the CVD procedure in a rotating 
reactor. Characteristics of the produced 
MWCNTs were: average diameter be-
tween 10 and 20 nm; specifi c surface area 
(determined through Ar-adsorption) 
between 200 and 400 m2/g; bulk density 
between 20 and 40 g/dm3 [120, 121].

Fig. 5.42. Rotary stirrer of the revolver type 
for 4 mixtures: 1 — drum, 2 — membrane, 
3 — cassette for drums, 4 — engine
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Th e MWCNTs synthesized by the CVD method are obtained in the form of 
agglomerates. Powders of the initial components (PE-MWCNT) of the composite 
material were mechanically mixed in a drum (1, Fig. 5.42) with a speed of 120 min–1. 
Th e drum has membranes with holes (2), forcing the mixture to move along a com-
plex trajectory. Th e drum is placed in a revolver-type cassette (3), in which 4 mix-
tures can be mixed simultaneously in the same mode. Th e cassette is driven by a 
motor (4). Mixing lasts 4 h. At this time, the mixture is completely isotropic.

Aft er mixing, the mixtures were put into a vacuum mold, where they were 
heated to (377 ± 5) K and kept at a pressure of ~30 MPa for 20 min, aft er which 
they were cooled without removing the pressure. Th e heating time was 60 min, 
and the total time was 140 min. 

Polypropylene composites with MWCNT were obtained in the form of 
granules by mixing in a twin-screw extruder, then samples were also made in 
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Fig. 5.43. XRD patterns of PE-MWCNTs (a), PP-MWCNTs 
(b) PTFE-MWCNTs (c), and PTFE-A300 (d) composites with 
diff erent nanofi ller contents

the form of fi lms and volumetric cylinders. Th e content of nanotubes was 0.1, 
0.5, 1.0, 3.0 and 5.0% wt. [122].

In the case of PTFE, which is insoluble and non-fusible, coagulation of the 
aqueous dispersion of PTFE was carried out using a mixture with the addition 
of CNTs ethanol and mechanical stirring.

Deagglomeration of CNTs was performed in a device operating on a cavi-
tation eff ect, with a capacity of 4—7 kW in an aqueous medium. Into the 
system, working by the cavitation principle, 10 l of water was poured and 124 
g of initial MWCNTs, that is about 100 g of purifi ed CNTs, was added. Th e 
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Table 5.11. The crystallinity degree (χ), X-ray coherent scattering
domain size (D) of PE-MWCNTs, PP-MWCNTs, PTFE-MWCNTs
and PTFE-A300 systems against the nanofi ller content

System

Con-
tent of 
CNTs,
% wt.

Degree 
of crys-
tallinity 

(χ),%

D, nm System

Content of 
CNTs,

or A300, 
% wt.

Degree 
of crys-
tallinity 

(χ),%

D, nm

PE-MWCNTs 0 85.6 21.92 PTFE-
MWCNTs

0 28.1 25.04
0.1 85.1 19.28 0.5 40.0 23.05
0.25 79.5 20.50    1 31.8 21.58
0.5 82.8 21.04    5 28.9 21.00
1.0 83.8 21.46 10 34.3 20.11
2.5 81.4 20.12 25 30.5 19.28
5.0 82.3 21.35

PP-MWCNTs 0 70.9 11.97 PTFE-A300 0 28.1 25.04
0.05 71.8 13.01 0.5 47.6 24.78
0.1 60.9 11.24    1 37.6 24.77
0.5 63.5 10.85    2 32.7 24.86
1.0 63.8 10.40  10 34.8 24.29
3.0 64.0 10.32  25 26.7 18.18
5.0 68.2 10.27

treatment lasted 4 min. Aft er that, the CNTs were cleaned in the traditional 
way, that is, with a solution of hydrofl uoric acid. Aft er cleaning, CNTs were 
washed to pH = 6—7. 

Th e PTFE-MWCNTs system was prepared by mixing an aqueous emul-
sion of PTFE with an aqueous dispersion of MWCNTs, which was obtained by 
homogenization in a cavitation device and without it. Th e PTFE-A300 system 
was prepared by introducing the A300 powder into the PTFE suspension and 
mechanical stirring [123, 124].

XRD studies were carried out on an automated diff ractometer DRON-3M 
with radiation λCo = 0.17902 nm.

Compression or tension tests of the polymeric materials and their com-
posites were performed using a tensile machine 2167 P-50 with automatic 
recording of the deformation diagram. Measurements were carried out at a 
load speed of 5 mm/min. 

 Conductivity measurements were carried out by a two-contact method at 
low frequencies using an E7-14 immitance meter at room temperature.

Structural features of polymer nanocomposites. Fig. 5.43 shows the XRD data, 
and Table 5.11 presents the crystallinity degree of PE-MWCNTs, PP-MWCNTs, 
PTFE-MWCNTs, and PTFE-A300 composites and the crystallite size depend-
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ing on the CNTs content were calculated from the X-ray refl ex profi le. Th e ad-
dition of CNTs into the polymer matrix demonstrates the structure-forming 
properties of CNTs. Th is is confi rmed by a non-monotonic change in the crys-
tallinity degree depending on the content of CNTs (Table 5.11). Th e result is in 
good agreement with the data [114, 122—126], where it was shown that crys-
tallization of the polymer under shear deformation in the presence of single, 
fi ve, and multi-wall CNTs leads to a change in the matrix structure. For the 
PE-CNTs system, the distances between the crystal planes (110) and (200) are 
smaller than the interplane distances in the PE control sample, and the polymer 
chains are oriented along the CNT axis.

It can be concluded that the nanofi ller creates eff ective crystallization centers. 
For example, for PTFE, small contents of MWCNTs or pyrogenic silica A-300 lead 
to an increase in the crystallinity degree. When the content of the fi ller increases, 
the crystallization centers become too many, they “interfere” with the growing 
crystal phase, which leads to an increase in the number of globules, their “tails”, 
that is, in the content of the disordered phase PTFE.

Th e same result (increase in the crystallinity degree) is observed for the PP-
MWCNTs system, but in a very narrow range of MWCNTs content up to 0.05% wt., 
from 70.0 to 71.8% wt. Adding 0.1% wt. MWCNTs reduces the crystallinity degree 
to 61%, followed by an increase in the content of MWCNTs to 5% wt.

Electrical conductivity of fi lled polymers. One of the most common areas of 
research of polymer-MWCNTs composite materials is the creation of conduc-
tive compositions [114, 125, 127, 128]. Th e value of the percolation threshold in 
the PE-MWCNTs systems in diff erent sources diff ers by several orders of mag-
nitude. Th us, in [127] it is noted that in the composition of PE with multiwall 
CNTs obtained by mixing the melt in a twin-screw extruder, the percolation 
threshold is observed at a content of 7.5% wt., and the conductivity jump is 16 
orders of magnitude from 10–20 to 10–4 S/cm.

Th e percolation theory is most oft en used for the analytical description 
of conductivity dependences on fi ller content [101, 129], in the framework of 
which the probability of formation of clusters from contacting particles is con-
sidered. Description of the critical electric current in composite materials is giv-
en by means of the percolation problem formulated for a continuous medium. 
According to this problem, a point of space with probability p = θF corresponds 
to conductivity σ = σF and that with probability (1 – p) — to conductivity σ = σm. 
Th e threshold in the percolation terms means the fi ller content at which the 
phase transition of the second type, dielectric-conductor, occurs. In this case, 
the regions with high conductivity occupy a minimum fraction of the space, θF. 
At small p, all conductive elements are contained in isolated clusters of fi nite 
size. With increasing p, the average size of clusters increases, and at p = θF, a 
through conduction channel, which is a continuous grid of conducting clusters, 
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appears in the system for the fi rst time. At high p values, non-conducting re-
gions may already be isolated from each other.

Based on the percolation theory, the following expressions are obtained to de-
scribe the dependence of electrical conductivity on the fi ller content [101, 129]:

               
 (5.6)

where t, q are critical indices of percolation theory. 
For the 3D model of composite materials with spherical fi ller particles, the 

following values of the threshold and critical indices are obtained: θF = 17% vol., 
t = 1.6...1.9, q = 1. In practice, signifi cant deviations from the theoretically calcu-
lated values are possible. For example, for the graphite-polystyrene system [130] 
θF = 2% vol., t = 0.35; for the carbon black-polyvinyl chloride system, the authors 
[131] obtained θF = 11% wt., the authors [132] 9...9.5% wt. at t = 1.9 ± 0.2, and for 
the PE-CNTs system the authors [128] obtained θF = 0.07% wt. at t = 2.1.

Th e dependence of the conductivity on the MWCNT content for the 
studied systems is shown in Fig. 5.44. Th e conductivity jump in the transition 
to a composition with a content of 5% wt. is almost seven orders of magni-
tude for PE-MWCNTs (Fig. 5.44, a) and nine orders for PP-MWCNTs (b), 

Fig. 5.44. Dependence of the conductivity 
of the PE-MWCNTs (a), PP-MWCNTs (b), 
and PTFE-MWCNTs (c) systems on the 
content of MWCNTs. Insert: linear depend-
ence lgσ ~ lg (θ – θF) 

σ ~ σF (θ ₋ θF)t, θ > θF ,

σ ~ σm (θ ₋ θF)q, θ > θF ,
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PTFE–MWCNTs (c). Th ere-
fore, to create a continuous 
conductive grid in the poly-
mer matrix, the fi ller size 
(length of MWCNT agglom-
erates) and its distribution in 
the matrix are of great importance.

Analysis of the results for the electrical conductivity of the obtained systems 
indicates a signifi cant role of the polymer particle size in the formation of conduc-
tive clusters, which is related to the MWCNTs distribution in the polymer ma-
trix provided that the polymer particles have a much larger size than MWCNTs 
agglomerates [114]. Due to mechanical mixing, the fi ller covers the surface of 
polymer particles, and during hot pressing, this structure changes little and the 
fi ller remains at the boundary of polymer particles. Th erefore, a cluster conduc-
tive structure with the content of MWCNTs above the average and a system of 
cells with a lower content of MWCNTs or their absence can be formed. In this 
case, the PE-MWCNTs system has a suffi  ciently low percolation threshold and 
a relatively low infl uence of the MWCNTs agglomerate size on the percolation 
properties of the systems [114].

Th e mechanical characteristics of the nanocomposites. Th e tests of tensile 
(Fig. 5.45) and compression (Fig. 5.46) showed that the addition of MWCNTs 
changes the mechanical characteristics of the considered composite systems. Th e 
dependence of elongation on the tension stress (Fig. 5.45) for the PE-MWCNTs 
system can be divided into four regions: the region with positive curvature in the 
range up to 5% of deformation for composites, which may be due to the presence of 
nanosized pores, working as elastic deformation elements [133], the elastic region, 
the plastic regions, and the fracture of the samples. Th us, adding nanotubes into 
the polymer matrix leads to an increase in the limit of the tensile strength modulus 
of elasticity (120—213 MPa), and in the conditional yield strength (by ~50—60%) 
as well as to a signifi cant expansion of the area of plastic deformation of the mate-
rial, which increases the destruction deformation from 8% to almost 40%, and 
means a rise of the work of fracture, or fracture energy (the area under the curve 
of deformation).

Th e stress-strain relationships of the relative strain with respect to com-
pression for the PP-MWCNTs, PTFE-MWCNTs, and PTFE-A300 systems are 
shown in Fig. 5.46. As can be seen from the above compression diagrams, the 

Fig. 5.45. Relationship between 
the relative elongation and ten-
sile stress for samples of PE and 
PE-MWCNTs system
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addition of MWCNTs into composites does not change the nature of the defor-
mation-compression stress curve, only the values of the characteristics change. 
Th e curves are typical for solid polymers [134]. However, with the addition of 
MWCNTs, the fracture stress increases and the fracture strain decreases. Th e 
reduction of fracture deformation under compression indicates an increase in 
the polymer brittleness in the presence of MWCNTs.

Fig. 5.47. Dependences of the conditional yield strength of composites PE-MWCNTs (a, 
c) and the modulus of elasticity (b, d) on the CNTs content (a, b) and the CSD size (c, d)

Fig. 5.46. Relationship between the rela-
tive deformation and compression stress 
for samples: a) PP-MWCNTs (0.1% wt. 
CNTs), b) PTFE-MWCNTs: 1 — PTFE, 
2 — 0,05% MWCNTs, 3 — 0,5% MWCNTs,
4 — 5% MWCNTs, 5 — 15% MWCNTs 
cavitation, 6 — 25% MWCNTs cavitation; 
c) PTFE-A300: 1 — PTFE, 2 — 0.5% A300, 
3 — 5% A300, 4 — 15% A300, 5 — 25% 
A300



291

5.3. Polymers filled with carbon nanomaterials

Fig. 5.48. Dependences of fracture stress under compression of PP-MWCNTs compos-
ites (a, c) and modulus of elasticity (b, d) on the CNTs content (a, b) and X-ray coherent 
scattering domain size (c, d)

Note, the dependences of strength characteristics on the nanotube content 
are not monotonous (Figs. 5.47—5.50, a, b). Th eoretical analysis of various mod-
els, for example [81—83, 135, 136], shows that such a change in properties is due 
to the peculiarities of diff erent phases formed at the nanofi ller-polymer interface. 
Th e molecular dynamics modeling [82] demonstrates the formation of an ordered 
polymer matrix layer around CNTs, which, known as the interfacial, plays a cen-
tral role in the overall mechanical response of the composite. In case of a bad load 
transfer from the matrix to CNTs, the eff ect of amplifi cation related to CNTs is 
insignifi cant. Th erefore, the presence of an interfacial surface is considered to be 
the only reason for the enhancement of composite characteristics. If this approach 
is correct, it is possible to determine experimentally a structural parameter of 
the system that would characterize the interfacial surface and show a monotonic 
change in the strength characteristics of the composite due to such a parameter.

For polymeric materials, a parameter that refl ects the infl uence of CNTs on 
the structural hierarchy of the matrix can be, for example, the X-ray CSD size 
or the crystallinity degree [81—83]. Th e average crystallite size was calculated 
by Scherer’s formula [137].

 Figs. 5.47, c, d show the dependences of the conditional yield strength and 
elasticity modulus on the CSD size for the PE-MWCNTs systems. Figs. 5.48, c, d 
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Fig. 5.50. Dependences of the conditional yield strength of PTFE-A300 composites (a, c) 
and the modulus of elasticity (b, d) on the CNTs content (a, b) and the CSD size (c, d)

Fig. 5.49. Dependences of the conditional yield strength of PTFE-MWCNTs composites (a, 
c) and the modulus of elasticity (b, d) on the CNTs content (a, b) and the CSD size (c, d)
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Fig. 5.51. Dependences of thermal conductivity of the PP-CNTs system on the CNTs 
content at: 1 — 60 °C, 2 — 120 °C
Fig. 5.52. Dependences of thermal conductivity of the F4-CNTs system on the CNTs content 
at 70 °C: 1 — not dispersed; 2 — dispersed CNTs

represent dependences of fracture stress under compression and modulus of 
elasticity on the X-ray CSD size for PP-MWCNTs systems. Figs. 5.49 and 5.50, c, 
d show the dependences of conditional yield strength and modulus of elasticity 
on the CSD size for the PTFE-MWCNTs and PTFE-A300 systems.

All of the above strength characteristics depending on the CSD size are 
linear and divided into two regions, the boundary between which is obviously 
the percolation threshold. For example, for the PE-MWCNTs system, the СSD 
size is D ~ 21 nm, which corresponds to a CNTs content of ~0.5% vol. and is in 
good agreement with the percolation threshold determined from the depen-
dence of conductivity on the MWCNTs content. Similar results are observed for 
PP-MWCNTs, PTFE-MWCNTs, and PTFE-A300 systems, for which the CSD 
size is approximately 11.2, ~21, and ~24 nm, respectively.

Th e proposed approach is valid for small MWCNTs content. In the PTFE-
MWCNTs system, a continuous grid is created at the content of MWCNTs 
~ 3% wt. Th is area of small MWCNTs contents and large CSD sizes is character-
ized by a monotonic (almost linear) dependence of the strength characteristic 
on the size of the zones of structural inhomogeneity created by the fi ller.

Th e CSD size of the PP-MWCNTs system is almost half that of the PE-
MWCNTs and PTFE-MWCNTs systems. In [138], the authors conducted a 
quantum-chemical study of the interaction energy of carbon nanotube frag-
ments with polyethylene and polypropylene oligomers and optimized the most 
probable structures of their intermolecular complexes. Th e interaction energy 
of a carbon nanotube fragment with a polypropylene oligomer was found to be 
greater than that with polyethylene, which may explain the smaller CSD size 
for the PP-CNTs system. Since the polymer forms with the outer surface of car-
bon nanotube a micromolecular complex, which is not covalently bound and is 
held by intermolecular dispersion forces [138], that is, the polymer oligomers 
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and nanotube surfaces in the formed nanocomposites are placed closer to each 
other than separated ones.

 Figs. 5.51 and 5.52 demonstrate the thermophysical characteristics of PP-
CNTs and F4-CNTs systems depending on the CNTs content [20, 25, 30, 37, 
38], which also refl ect the structural features of nanocomposite systems related 
to the structure-forming properties of CNTs. Th e thermal conductivity curves 
practically coincide in appearance with the content dependence curves of the 
crystallinity degree and mechanical characteristics. 

Studies of the eff ect of machining of polymer powder on the thermodynam-
ic properties of the PP matrix obtained by hot pressing have been performed as 
well. Fig. 5.53 shows the DTA diagrams of PP samples obtained by hot pressing 
of granules and aft er grinding of granules in a planetary mill.

Fig. 5.54. DTA curves for the PP-CNTs system with CNTs content: a — 1 — 0%, 2 — 0.5%, 
3 — 5.0%; b — processed in a ball mill, 1 — 0%, 2 — 0.2%, 3 — 1.0%

Fig. 5.53. DTA curves: 1 — initial PP, 2 — PP sample aft er processing 
in a planetary mill
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It is known that the high-energy eff ect that occurs in a planetary mill causes 
signifi cant changes in the structure during grinding, up to the formation of new 
phases, for example, in metal alloys.

As seen in Fig. 5.53, pre-dispersion in a planetary mill reduces the melt-
ing point of hot-pressed PP samples from 164 to 159 °C (the fi rst endothermic 
peak). Oxidation of low-structured regions of the polymer (the fi rst exother-
mic peak) becomes more energy-intensive, and its maximum is shift ed to lower 
temperatures from 287 to 276 °C. 

On the other hand, the exothermic peak of oxidation of the main crystal-
line phase (the second exothermic peak) is shift ed towards higher temperatures 
and splits. Th e “burning” temperature of carbonized polymer residues (maxi-
mum at 511 0C) is also shift ed towards higher values.

Figs. 5.54, a, b show the DTA curves for the above described PP systems 
aft er adding CNTs.

Th e dependences shown in Fig. 5.54, a demonstrate a qualitative agree-
ment of the experimental data with the previously considered hypothesis. A low 
content of CNTs (0.5% wt.) leads to an increase in the content of the crystalline 
phase, and a high one (5% wt.) — to an increase in the disordered component in 
the composition. Th e melting point for all compositions remains virtually un-
changed, and the oxidation temperature of low- and high-molecular fragments 
for the composite PP-0.5% wt. CNTs increases with increasing process energy 
(area under the DTA curve). In the PP-5% wt. CNTs system, the opposite pro-
cess takes place. Th e higher the content of CNTs, the higher the temperature of 
the fi nal thermal-oxidative destruction of carbonized polymer and CNTs resi-
dues as well as the energy of the process.

Th e presence of a signifi cant component of low molecular weight fragments 
in samples processed in a planetary mill neutralizes the eff ect of CNTs. How-
ever, the tendency of the temperature of the fi nal thermal-oxidative degradation 
to increase with increasing CNTs content persists. 

Of particular interest are the results of DT analysis of PE-CNTs systems 
(Fig. 5.55). Th ey show that the temperature of the endothermic melting peak of 
polymer nonlinearly depends on the CNTs content and may indicate a change 
in the PE crystallinity and thermal conductivity of the composite as a whole.

Th e second exothermic peak, which characterizes the removal of low mo-
lecular mass fractions from the polymer, shift s to the low-temperature region by 
almost 20 °C with increasing the CNTs content to 4%. Th at is, the addition of a 
signifi cant amount of CNTs into the polymer can provoke an increase in low mo-
lecular mass fragments in the polymer aft er processing in a ball planetary mill.

Th e temperature of the next peak of thermo-oxidative destruction of the 
polymer increases with the content of CNTs 1% wt., but the total contribution 
of this process to the energy decreases. When the CNTs content increases to 
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4% wt., the conversion temperature decreases, and the energy contribution 
increases. With a further increase in temperature, endothermic peaks are ob-
served at approximately the same temperature for all compositions. Th e DTA 
curves are completed by an exothermic peak, which increases and bifurcates 
into a high-temperature region with increasing CNTs content, which charac-
terizes the temperature increase for the destruction of polymer residues and 
CNTs.

Systems polyamide-CNTs. In obtaining the polyamide-CNTs system, the fol-
lowing sequence of technological operations was used: dispersion of CNTs under 
the action of ultrasound in a liquid containing surfactants, resulting in a stable 
dispersion of CNTs; “soft ” dispersion of granules or polymer powder and drying 
at 110—120 °C in a vacuum chamber; heating of the polymer-CNTs mixture to a 
viscous-fl uid state and stirring the melt in a twin-screw mixer for 10—20 min at a 
given temperature. Th e resulting melt was unloaded and cooled in air.

Th e study used polyamides of the following brands PA6, PA 6.6, and 
PA 12.12 (manufactured in China).

Polyamide belongs to a new class of heat-resistant polymers, whose aromat-
ic nature determines their high strength up to the decomposition temperature, 
chemical resistance, and refractoriness. Polyamide includes both synthetic and 
natural polymers containing the amide group —CONH2 or —CO—NH— It is 
obvious that the polymer remelting, especially under conditions of stirring in an 
oxidizing medium (air), can lead to its destruction, gas saturation, etc. Th e eff ect 
of the polymer remelting on some of its characteristics is evident in Table 5.12.

As follows from Table 5.12, re-melting of polymers under study in an oxi-
dizing medium (air) at the appropriate temperature in a twin-screw mixer for 
10—20 min leads to a decrease in the density of hot-pressed samples and the 
limit of their tensile strength. For PA6 (Table 5.12, line 1), the density decreases 

Fig. 5.55. DTA curves for 
the PE-CNTs system ob-
tained aft er mixing PE 
pow der with CNTs in a 
pla ne tary ball mill and for-
ming samples by hot pres-
sing at a pressure of 5 MPa, 
with diff erent content of 
CNTs: 1 — 0%, 2 — 1%, 
3 — 4% [31]
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Fig. 5.56. DTA curves of samples of polyamide brand PA6: 1 — initial; 2 — re-melting at 
250 °C for 10 min; 3 — mixing of the melt with CNTs (0.5% wt.) at 250 °C for 10 min

Fig. 5.57. DTA curves of samples of polyamide brand PA6.6: 1 — initial; 3 — mixing of 
the melt with CNTs (0.25% wt.) at 270 °C for 10 min
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by 6—7% and the strength limit by three times. Th e density of PA12.12 poly-
amide decreases by almost 28%, and the tensile strength by more than 31%. 
DTA diagrams for polymers, their remelting, and composites with CNTs are 
presented in Figs. 5.56—5.58 [81].

As seen, for all systems, remelting in an oxidizing environment leads to 
an increase in the content of low-molecular-mass regions of the polymer, 
which is manifested in the decrease in the temperature of maximal oxidation 
and increase in the energy of this process. At the same time, the maximum 
oxidation temperature of the high-molecular-mass (crystalline) regions of the 
polymeric material decreases and the adding CNTs systems does not fully 
compensate for these eff ects, although this brings the composite characteris-
tics closer to the initial polymer state.

Fig. 5.58. DTA curves of samples of polyamide brand PA12.12: 1 — initial; 2 — re-melting 
at 250 °C for 10 min; 3 — mixing of melt with CNTs (0.25% wt.) at 250 °C for 10 min

Table 5.12. Characteristics of samples of polymers hot-pressed 
from the original polymer and aft er remelting in two-screw mixers

Sample Melting 
point, °C

Density, g/cm3 Tensile strength, MPa

Initial Melted Initial Melted

PA6 250 1.187 1.107 75.1 ± 7.1 25.0 ± 1.2
PA2.12 220 1.319 0.950 41.3 ± 0.4 28.4 ± 1.8
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Table 5.13. Tensile strength characteristics of the PA6-CNTs 
system depending on the CNTs content (all samples were subjected 
to the same thermo-mechanical treatment)

Properties
Content of CNTs,% wt.

0 0.125 0.25 0.50

Tensile strength (σb), MPa 25.0 ± 1.2 31.2 ± 11.2 41.2 ± 1.0 37.5 ± 0.4
Tensile fracture,% 1.5 2.0 3.0 2.5
Modulus of elasticity, MPa 1700 2200 1900 1700

It is obvious that such a strong eff ect of thermo-mechanical treatment on the 
characteristics of the polymer composite is due primarily to the oxidizing me-
dium where the mixing process takes place. Even above 100—120 °C, a noticeable 
oxidation occurs with formation of double carbon bonds, i.e. the destruction of 
the polymer. Th erefore, comparative tests of polymer samples and compositions 
fi lled with CNTs were performed aft er the same thermo-mechanical treatment.

 Table. 5.13 presents the mechanical characteristics of the PA6-CNTs system 
for the PA6 sample treated in a twin-screw mixer at 250 °C for 20 min, as well as 
of samples of PA6-CNTs compositions with contents of 0.125, 0.25 and 0.50% wt. 
CNTs. As seen, the strength characteristics of the PA6-CNTs system change non-
monotonically with the addition of CNTs into the polymer matrix. Th e maximum 
tensile strength and maximum fracture deformation are revealed for a composite 
with a CNTs content of 0.25% wt., which also exhibits the highest energy of frac-
ture deformation (area under the deformation curve in Fig. 5.59, curve 3).

Fig. 5.59. Load diagrams in the coordinates “stress–strain” for PA6 
samples with diff erent mass content of CNTs: 1 — 0%; 2 — 0.125%; 3 — 
0.25%; 4 — 0.5% [81]
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As a rule, for elastic-plastic 
systems, the increase in the ten-
sile strength is accompanied by 
a decrease in the fracture defor-
mation, that is, the destruction 
energy changes little. As for the 
PA6-0.25% wt. CNTs, the de-
struction energy (Fig. 5.59) in-
creases by near 3 times as com-

pared with the original polymer. Th e modulus of elasticity, at the same time, 
is maximal for the system PA6-0.125% wt. CNT [81]. 

For comparison, Fig. 5.60 shows the deformation curves during compres-
sion of samples of aromatic polyamide phenylene C-2 (TU U 6-05-226-72), 
which is a linear heterochain copolymer containing in the main chain of the 
macromolecule amide group —HNCO—, connected on both sides by phe-
nyl fragments fi lled with ultrafi ne diamonds (UDA). Th e stress-strain curves 
(Fig.  5.60) for samples of phenylene C-2 and composites based on it are charac-
teristic of polymeric materials and belong to the V-type curves. Such curves are 
characterized by a rectilinear section to the voltage, which corresponds to the 
limit of proportionality; the area where there is some deviation from Hooke’s 
law is associated with the manifestation of segmental mobility of macromol-
ecules and the yield strength, aft er which plastic deformation develops followed 
by stages of deformation hardening and destruction [20].

Th e stress-strain curves for our PA6-CNTs system look similar. However, the 
areas of plastic deformation of the polymer, which corresponds to the restructur-
ing of the structure (“pulling balls”), are followed by strengthening (Fig. 5.59). 

Fig. 5.60. Compression curves for phe-
nylene C-2 and nanocomposites bas ed 
on it and fi lled with nanodiamonds

Table 5.14. Characteristics of tensile strength of the system, 
consisting of three layers of fi berglass and two layers of polymer: 
fi berglass-PA6 and fi berglass-PA6-0.25% wt. CNTs

Sample
Tensile strength characteristics

Strength limit (σb), 
MPa

Fracture 
deformation, %

Elasticity modu-
lus, MPa

Fiberglass-PA6 209 ± 6 17 ± 3 1230
Fiberglass-PA6-0.25% wt. 
CNTs 391 ± 2 12 ± 1 3255
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Th us, the most signifi cant result of the research is determination of the de-
gree of infl uence of small additives of CNTs to the polymer on the complex of 
its mechanical characteristics. Th e addition of up to 0.5% wt. CNTs into the PA6 
matrix nonlinearly increases the composite strength characteristics compared 
to the original ones for the same thermomechanical treatment conditions. Th e 
maximum tensile strength is exhibited by the PA6-0.25% wt. CNTs composite.

Th e obtained results and materials were used to create a fi berglass compos-
ite consisting of three layers of oriented fi berglass and two layers of PA6 and 
PA6-0.25% wt. CNTs (Table 5.14).

Th us, adding 0.25% wt. CNTs to PA6, which is used as a binder in fi ber-
glass, increases the tensile strength by almost twice.

Conclusions. It is experimentally shown that adding a small content of 
nanofi llers (MWCNTs and pyrogenic silica) into the polymer matrix (PE, PP, 
PTFE) signifi cantly changes the structural characteristics of composites, name-
ly the crystallinity degree and the CSD size.

Th e dependence of the electrical conductivity of CNT-fi lled polymers on 
their content is percolation. At a critical content, the phase transition of the 
second kind, namely the dielectric-conductor transition, occurs. Critical indi-
ces showing the three-dimensionality of these systems are calculated for the 
systems studied. Th e critical content, at which a continuous volumetric current 
grid is formed, depends on the degree of homogeneity of MWCNTs distribu-
tion in the matrix and can thus be a parameter that characterizes it.

Th e strength characteristics of the studied composites are non-monotonical-
ly dependent on the fi ller content but linearly dependent on the CSD size. Th ese 
dependences have two sections, the infl ection point for which corresponds to 
the critical content for the percolation transition. Th is confi rms the theoretical 
calculations of various approximations that quantitatively the response of the 
matrix is proportional to the surface area of the interface. 

5.3.3. Linear polymers with graphene

Two systems fi lled with graphene nanoparticles (GNPs) have been 
investigated: amorphous polymer polychlorotrifl uoroethylene (PCTFE) F-3M 
brand A and Polyamide 12/12 (PA12/12). Samples of PCTFE-GNPs and PA12/12-
GNPs were prepared as follows. Polymer powder was moistened with ethyl alco-
hol and added with a stable aqueous solution of graphene, then mixed by hand 
with the addition of distilled water to reach a homogeneous consistency. Th e mix-
ture was dispersed with an ultrasonic dispersant (USDN-A) for 2 min. Th e result-
ing homogeneous mixture was dried to constant mass, ground, and pressed: the 
system PCTFE-GNPs at a temperature of 513 K and a pressure of 2 MPa, and the 
system PA12/12-GNPs dried at 350 K and pressed at 450 K and 5MPa.
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Th ermogravimetric measurements, namely the weight loss (TG) and dif-
ferential thermal (DTA), were carried out using a “Derivatograph Q-1500 D 
(Hungary) in a static air atmosphere. A 100 mg sample was heated from room 
temperature to 1273 K at the 10 K/min heating rate in a ceramic crucible.

Th e dependence of complex electric conductivity of the composites on the fre-
quency was determined by means of calculations of the impedance spectra within 
the frequency range of 10–2—106 Hz provided by a Solartron SI 1260 impedance 
spectrometer. Conductivity at low frequencies (0.1, 1, and 10 kHz) was recorded by 
a double-contact method using an immittance measurer E7-14. To measure the real 
(ε’) and imaginary (ε”) parts of complex dielectric permittivity of the composites in 
the ultrahigh frequency (UHF) range of 8—12 GHz, an interferometer with a phase 
diff erence RFK2-18 measurer and an R2-60 measurer of standing wave ratio and 
deamplifi cation with the electrodeless technique were used [139].

Th e graphene nanoparticle fi lms formed during drying of the dispersion 
on the substrate are quite inhomogeneous but show the thermal conductivity 

Fig. 5.61. Dependence of the real component of conductivity of the fi lm agglomerate 
GNPs: a — on the frequency; b — on the temperature: 1 — heating, 2 — cooling

Fig. 5.62. Dependences of the conductivity of PCTFE-GNPs samples at a frequency of 
0.1 kHz (a) and the real ε ′ (1) and the imaginary ε ″ (2) components of the complex di-
electric constant (b) at a frequency of 9 GHz on the GNPs content
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at the level of EG-CNTs composites. Both dispersions and solid fi lms exhibit 
photoluminescent properties (see Сhapter 6).

Th e study of the electrical conductivity of the dispersed GNPs system 
showed (Fig. 5.61) that it increases linearly with frequency (Fig. 5.61, a) in the 
range of 10 2—10 5 Hz. Th is indicates the invariance of the level of electronic 
conductivity with frequency, as well as the absence of manifestation of the ionic 
component of conductivity [140].

Th e electrical conductivity also increases with increasing temperature, 
which may indicate its activation nature (Fig. 5.61, b), and its increase aft er 
heating may be associated with a decrease in contact resistance between par-
ticles, i.e. with a change in the surface chemical state.

Fig. 5.62 shows the content dependences of electrical conductivity at low 
frequencies and ε ′ and ε ″ at 9 GHz for the PCTFE-GNPs system.

Even with small amounts of GNPs, ε′ and ε″ increase rapidly. Th e analysis 
of the results shown in Fig. 5.62, a from the standpoint of the percolation theory 
according to the equation:

    σ = σi (ϕ – ϕc)t ,   (5.7)

where σi is the electrical conductivity of the fi ller, ϕ is its volume content, ϕc is 
the fi ller content corresponding to the percolation threshold, t is the critical 
index allowed for the determination of the threshold and critical indices of the 
system: φc = 0.0045, t = 2.48, σi = 0.17 Ω–1 ∙ cm–1.

Fig. 5.63. Dependences of TG and DTA samples of PA 12.12 (1) and 
PA 12.12-GNPs systems, with GNPs content of 0.03 volume fraction 
(2), on temperature
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Th e increase in the electrical conductivity of PCTFE samples (Fig. 5.62, a) 
occurs not monotonically: a sharper change in the σ values was observed in a 
narrow range of contents (C) of graphene (0 < C < 1%), which indicates the 
implementation of the percolation transition. When the graphene content is 
<0.5%, the leading particles are combined into local clusters; with increasing 
content, the average size of the clusters increases; within 0.5 < C < 1%, a signifi -
cant part of the isolated clusters passes into an infi nite (branched) cluster, which 
penetrates the polymer composite in all directions; there is formed the so-called 
conduction channel, which leads to an increase in σ by several orders of mag-
nitude. A further increase in the GNPs content (φ > 1%), leads to an increase 
in the infi nite cluster volume, which is refl ected in the monotonic nature of the 
increase in conductivity in this range of contents. Th is is due to the fact that the 
contribution of additional channels into nanoparticle clusters to the conductiv-
ity is signifi cantly less than the total conductivity of the channels formed during 
the formation of the percolation cluster at the fl ow threshold. Th e increase in 
the number of dipoles formed from GNP’s clusters and their further growth in 
size and number leads to the formation of a bulk grid, which causes more eff ec-
tive interaction with electromagnetic radiation of this frequency (Fig. 5.62, b) 
and a gradual increase of dielectric constant.

Th ermodynamic characteristics for composites on the basis of polyamide 
12.12 with a GNPs content up to 0.06 volume fraction were observed. DTA 
curves in a specifi c polymer and a composite with a volume of 0.03 vol. parts of 
GNPs, may be similar in shape (Fig. 5.63).

Th e peak corresponding to the polymer melting at 450 K is shift ed by 5 de-
grees to lower temperatures for the sample containing a 0.03 volume fraction of 

Fig. 5.64. Dependence of the conductivity logarithm for the PA 12.12-GNPs system on 
the GNPs volume content (φ) at a frequency of 1 kHz

Fig. 5.65. Dependence of the conductivity logarithm of composites for the PA-12.12–
GNPs system on the frequency logarithm: 1 — 0.003, 2 — 0.006, 3 — 0.012, 4 — 0.03
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GNPs. Th e peak at 598 K is more intense for the sample PA 12.12-(0.03 volume 
fraction) GNPs, which can be associated with the polymer destruction with 
increasing content of GNPs.

Th e dependence of the electrical conductivity of the system on the volume 
content (ϕ) of GNPs is nonlinear (Fig. 5.64).

Th e electrical conductivity at low frequencies increases sharply by 9 orders of 
magnitude in the region of change in the GNPs volume content within 0 < ϕ < 0,03, 
which indicates the realization of the fl ow threshold. Th e electrical conductivity 
increases yet at a volume content of 0.006. And in the interval of 0.006 < φ < 0.03 
a continuous grid with GNPs is formed, i.e. there is formed a conduction chan-
nel. Th e analysis of the experimental results has made it possible to determine the 
parameters of percolation equation (5.7) for the PA 12.12-GNPs system, namely 
the percolation threshold φc = 0.011, the critical index t = 2.38, and the eff ective 
electrical conductivity of the GNPs array σi = 1.36 ∙ 101 Ω–1 cm–1.

Th e values of ε′ and ε″ at a frequency of 9 GHz increase with increasing 
GNPs content in the studied content range and reach the values of ε′ = 29.8 and 
ε″ = 26 at ϕ = 0.06. An increase in the number of dipoles formed from GNPs 
clusters and their further growth in size and number leads to the formation of a 
bulk grid, which leads to more effi  cient interaction with electromagnetic radia-
tion at a given frequency and to a gradual increase in dielectric constant.

 Fig. 5.65 presents the logarithmic dependence of the real component of the 
electrical conductivity of the PA 12.12-GNPs system composites on the frequency. 

Th e dependence for pure GNPs is linear and is absent in the frequency 
range (10–2—102) Hz, which indicates a high level of electronic conductivity 
and thus a relatively low level of ionic conductivity. Areas of smooth growth of 
conductivity with frequency increasing from 100 Hz are observed for samples 
with an GNPs content up to 0.012, which occurs due to the jumping mechanism 
of electrical conductivity and is satisfactorily described by the equation:
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where σ0 is the initial electrical conductivity; f0 is the frequency at which the 
angle of inclination of the electrical conductivity changes with the frequency.

Th e percolation threshold for the PA 12.12-GNPs system is twice lower 
compared to the similar system of PCTFE – GNPs. Th e conductivity of the 
PA 12.12-GNPs system aft er the percolation threshold is also fi ve orders of 
magnitude higher than that for the PCTFE system [141], which may be related 
to the dielectric and adhesive properties of polymers.
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5.4. Modification of rubber filled 
with carbon black and carbon nanotubes

One of the most common materials used in everyday life and 
industry is rubber, which has a history of more than 180 years. Rubber com-
positions are multicomponent systems based on rubbers (the product can con-
tain up to 12—18 components). Th ey include targeted additives for various 
purposes such as stabilizers, activators, antioxidants, modifi ers, etc. and fi llers 
such as white soot, clay, carbon black, bamboo fi bers, and more. Recently, the 
possibility of using nanosized fi llers, such as nanoclay, pyrogenic silica, carbon 
nanotubes, graphene nanoplates, their combinations, and combinations with 
macro fi llers (hybrid fi llers) has been considered in many works [142—157]. 
References [142—145) indicate that the eff ect of CNTs on the mechanical prop-
erties of natural rubber (NR)-based compounds will be more pronounced if 
functionalized CNTs are used. However, the obtained level of enhancement 
properties is diff erent and depends on the type and number of CNTs used, as 
well as on the method used for the manufacture of nanocomposites. In Ref. 
[146], the eff ect of carbon fi llers of various structures, such as carbon black 
(spherical), carbon nanofi bers (CNF) (fi brous), CNTs (tubular), and hydrox-
ylated CNTs on the effi  ciency of acrylonitrile-butadiene rubber composites 
(NBR) was studied. Studies prove a signifi cant infl uence of the fi ller structure, 
surface characteristics, and the interaction of fi ller particles with each other on 
the characteristics of the reinforced composition. Th is study determined the 
curing behavior, crosslinking density, thermal stability, electrical conductivity, 
and mechanical properties of the fi lled NBR compounds. It turned out that the 
greatest strengthening eff ect was created by CNTs. However, all tested carbon 
fi llers signifi cantly aff ected the characteristics of the compositions with NBR, 
which makes them attractive additives for elastomeric composites. Studies of 
the eff ect of hybrid fi llers on the properties of compositions based on both natu-
ral and synthetic rubbers have been performed in [147—157]. Review [147] fo-
cused on recent studies on elastomers containing carbon nanomaterials such as 
CNTs, CNFs, graphene nanoparticles, expanded graphite, and graphene oxide, 
as well as hybrid fi llers containing multiwall carbon nanotubes (MWCNT) (or 
CNF)-montmorillonite clay MWCNT-hectorite, MWCNT (or CNFs)-layered 
double hydroxide (LDH), and MWCNT-graphene in various rubber matrices. 
Methods for mixing in liquid and melt are most widely used for the prepara-
tion of polymer nanocomposites, although [148] proposed sonication in latex 
to obtain a hybrid soot-CNT fi ller. It was concluded that the addition of such 
fi llers in the matrix from NR, styrene-butadiene rubber (SBR), NBR, and sili-
cone rubber (SR) leads to a signifi cant improvement in tensile strength, impact 
strength, elongation at break, Young’s modulus, stability modulus, a storage 
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module and the like. Hybrid carbon black or CNTs fi llers with inorganic com-
pounds in various rubbers and their compositions were investigated in [149, 
150]. Th omas S. et al. [149] investigated the infl uence of MWCNT and nano-
clay on the mechanical, electrical, and transport properties of mixtures of NBR, 
NR, and their composite NBR/NR. Th e authors note a kind of synergism, which 
provides a fi ner dispersion of CNTs and clay in the rubber matrix and a certain 
orientation of CNTs. Th e improved interaction of the matrix and the hybrid fi ller 
caused an increase in the crosslinking density and mechanical properties such as 
tensile strength, modulus of elasticity, and also improved electrical and thermal 
properties. Th e main purpose of [150] was to investigate the synergistic eff ect of 
the simultaneous use of two reinforcing fi llers in rubber compounds based on 
NBR containing pyrogenic silica of 25 phr and a multiwall CNTs of 3 and 5 phr. 
Th e study of the eff ect of hybrid CNTs/SiO2 fi ller on the mechanical and vulca-
nization characteristics of rubber compounds showed that its addition reduced 
the optimal curing time, fi ring time, and increased mechanical characteristics. 
Chuayjuljit S. et al. [151] investigated the infl uence of particle size and amount of 
two fi llers, carbon black and calcium carbonate, for the curing characteristics and 
dynamic mechanical properties. Th e study of the synergistic eff ect of hybrid fi llers 
on the characteristics of rubber compositions was carried out in [152—157]. In 
[152, 153], carbon black was partially replaced by a hybrid fi ller of graphene oxide 
(GO) and CNTs. NR composites fi lled with GO CNTs/CB exhibited excellent re-
sistance to crack growth, low heat accumulation, and high mechanical properties 
compared to CB/NR composites. Mechanical tests showed signifi cant synergistic 
enhancement between GO/CNTs and CB in NR composites. Th e improved dis-
persion of hybrid fi llers GO/CNTs and CB in the NR matrix was characterized by 
transmission electron microscopy (TEM).

Th is brief review does not claim to be generalized. Its purpose is to empha-
size an intensive search for optimal methods of reinforcing rubber composi-
tions with nanoscale fi llers and their hybrid compositions with traditional ones. 
Th e use of nanofi llers leads to a signifi cant improvement of the properties of the 
polymer matrix with their ultra-low content compared to conventional fi llers. 
Th e maximum realization of the properties inherent in nanosized fi llers is pos-
sible when used together with carbon black in a combined fi ller.

As a rule, improvement of rubber compositions, developed and optimized 
over many years, is carried out by the method of search for options, which re-
quires much eff ort and time. Th erefore, it is obviously interesting to consider the 
possibility of predicting the composition and content of hybrid fi llers depend-
ing on their, above all, structural characteristics for known, optimized rubber 
compositions. Th us, the purpose of this work was to determine the possibility of 
predicting an optimal content of the hybrid fi ller carbon black (soot) — CNTs 
in rubber compositions with optimized formulation by soot content.
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From this point of view, it is reasonable to compare the results of [155, 156], 
which considered the improvement of mechanical properties for systems based 
on natural rubber, almost the same composition, except that in [155] used car-
bon black N220, and in [156] — brand N320. In both cases, carbon black was 
partially replaced with the same amount of CNTs with approximately the same 
structural characteristics, so that the fi ller proportion remained constant. For the 
system with fi ller N220, the maximum increase in tensile strength by ~14% was 
obtained for the composition: mass ratio, including rubber to carbon black and 
CNTs, was 100 : 29 : 1. And for the system with N320, the maximum increase in 
strength was ~7% at the appropriate ratio of rubber and fi llers of 100 : 29.5 : 0.5. 
Th is result suggests that the characteristics of fi llers, in this case carbon black, 
aff ect the effi  ciency of reinforcement.

A systems approach based on a holistic view of a complex object, phenom-
enon, or process, known as "Systems Th eory", when applied to composite ma-
terials has acquired the name of the polystructural theory, for example, in [158, 
159]. It is a set of methods and tools to study the properties, structure, and func-
tions of objects in general, presenting them as a system with all complex inter-
element relations, the action of elements on the system and the environment, 
and the impact of the system on its structural elements. Th at is, the essence 
of this approach is to distinguish in a single structure many interdependent 
structures from the atomic level (nanosized) to coarse constituent structures 
(macrosized), which "germinate" into each other ("structure in structure" or 
"composite in composite").

In the rubber industry, classifi cation of fi llers by particle size is oft en intro-
duced, which in the simplest case can be determined as follows [160]. “Diluent” 
fi llers have particle sizes in the range of 10÷1 μm, semi-reinforcing ones — in 
the range of 1000÷100 nm, reinforcing ones — in the range of 100÷35 nm, and 
fi nally, super-reinforcing ones — in the range of 35÷10 nm. “Diluent” and semi-
reinforcing fi llers are formed by the particle-cluster mechanism (by attaching 
carbon or silicon atoms to the growing particle while reinforcing and super-re-
inforcing fi llers are formed by the cluster-cluster mechanism (combining small 
particles into larger ones). 

Th us, we have proceeded from the fact that we have a well-developed rub-
ber composition optimized for all components, including the content of fi ller — 
carbon black. Th e task is to determine the amount of nanosized fi ller, namely 
CNTs, which are to be introduced to improve the mechanical properties of rub-
ber, and the method of their addition: to carbon black, its replacement, or par-
tial replacement.

Consider the interacting system: rubber, carbon black, and carbon nano-
tubes. To create a dense material, the rubber must wet the entire system, creat-
ing a layer of a certain thickness on the fi ller surface. Th at is:
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where Vrub is the volume of rubber; Scb is the specifi c surface area of carbon 
black; mcb is the carbon black content in parts per hundred rubber; SCNT is the 
specifi c surface of CNT; mCNT is the CNT content in parts per hundred rubber; 
hmin is the minimum thickness of the rubber layer, which provides complete 
wetting of the fi llers.

Assume that hmin is twice the diameter of the CNTs (dCNT), i.e.
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On the other hand, subject to before the addition of CNTs, it becomes nec-
essary to adjust the proportion of carbon black depending on the ratio of their 
specifi c surface areas, and the following is acceptable:
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where m0
cb is the carbon black content in parts per hundred parts of rubber in 

the optimized original composition of the rubber.
Th en the total amount of fi ller will be:
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Hence, when the specifi c surface area of carbon black is much smaller than 
that of CNTs, the tubes are simply added to the composition. When their SSA 
values are close, CNTs replace carbon black. In this case, we hope that due to 
the large shape factor (ratio of length to diameter) ~103, CNTs are more eff ective 
reinforcing fi llers.

Aft er simple transformations we obtain the defi nition content of CNTs and 
the total content of the fi llers:
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,
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rub CNT CNT CNT
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  (5.13)

where mrub and ρrub are the mass and density of rubber.
Having calculated the mass fraction of CNTs by equation (5.13), we can 

determine the mass fraction of carbon black by equation (5.11). Next, we will 
try to test our hypotheses on known experimentally tested systems.
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Two systems based on the natural rubber (NR) type SMR 20 CV/BP1 and 
a copolymer of acrylonitrile with butadiene NBR 3365 were experimentally 
investigated. We used multiwall carbon nanotubes according to TU U 24.1-
03291669-009:2009 (ISC NAS of Ukraine).

In the composition based on NR, which had been previously studied [155], the 
carbon black type N220 was used as a fi ller, which was gradually replaced by CNTs. 
In the 100 phr of rubber, we injected: 30 phr of carbon black — 0.0 phr of CNTs, 
29.5 phr of carbon black — 0.5 phr of CNTs, then 29.0—1.0, 27.0—3.0, 25.0—5.0 phr. 
Sulfur was used as a hardener, while zinc oxide (ZnO) and stearic acid were used as 
activators. CBS (N-cyclohexyl 2-benzothiazole-sulfenamide) was used as a curing 
accelerator. Th e complete composition of the compounds is listed in Table 5.15.

Table 5.16. Recipe of rubber composition based on NBR 3365 [161]

Tradename Phr Chemical name Note

NANTEX NBR 3365 100.0 NBR: acrylonitrile butadiene copoly-
mer

Ingredient 1#

ZnO 5.0 Zinc oxide Weighing togeth-
er, Ingredient 2#Stearic acid 1801 1.5 Stearic acid

Antioxidant IPPD 2.0 N-Isopropyl-N’-phenyl-phenylene 
diamine

Releasing agent 935P 1.0 Blend of metal soap-based com-
pounds and surface active substance

FEF N550 80.0 Carbon black N550 Weighing togeth-
er, Ingredient 3#DOP 10.0 Dibutyl phthalate

Sulphur powder 0.5 Sulphur 98.5% mini Ingredient 4#

CBS 1.5 N-cyclohesyl-2-benzothiazyl sul-
phonamide

Weighing togeth-
er, Ingredient 5#

TMTD 2.0 Tetramethyl thiuram disulphide

Table 5.15. Recipe of a rubber composition based on natural rubber [155]

Composition
NR CNT Carbon clack CBS Sulphur ZnO Stearic acid

Content in phr a

NR (CNTx + CB30–x) 100 x b 30-x 2.5 1.7 3 1

a phr, the compound ingredients are given in mass parts 1: 100 of the rubber polymer;
b x = 0.0, 0.5, 1.0, 3.0, 5.0
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NR-based rubber compounds containing CB and hybrid CB + MWCNT 
were mixed in a Brabender plastograph at 60 °C, 60 rpm, and 80% fi ll factor. 
Chemicals in the proportions shown in Table 5.15 were sequentially added as 
follows: the elastomer was stirred for 3 min, followed by stirring the hybrid fi ll-
ers for 2 min. Aft er 24 h conditioning at an ambient temperature of 20 °C and 
relative humidity of 40%, the mixture was formed into sheets of 125 × 125 × 

Fig. 5.66. Agglomerates of multi-walled carbon nanotubes (TU U 24.1-03291669-009:2009 
(ISC NAS of Ukraine) — (a, b); CEM images of the composition carbon black — carbon 
nanotubes aft er joint deagglomeration in a rotary hydrodynamic disperser in ethanol (c—f)
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× 2 mm and vulcanized in an electric “hot” hydraulic press at 160 °C and a force 
of 200 kN. Uniaxial tensile tests were performed on a test machine Testometric 
MT350 [155].

For such a system, CNT and carbon black were fi rst suspended in etha-
nol. Th e prepared suspensions were mixed in the ratio calculated by equations 
(5.11)—(5.13) [162], additionally sonicated in an ultrasonic mixer-M900T and 
dried to constant mass and loosened in a mixer (Fig. 5.66). Th en, all the ingre-
dients were introduced according to the scheme of Table 5.17 and mixed fi rst in 
a Z-shaped Banbury mixer, then in an open two-roll mixer.

Th e samples were used to determine the tensile strength, fracture strain and 
stress for 10% strain, using bursting machines 2167 P-50 and Testometric MT350.

Th e calculations were performed according to equations (5.11) and (5.13). 
Th e parameters used and the results for the three rubber compositions are 
given in Table 5.18.

Table 5.18. Parameters of rubber and fi llers

Type 
of rubber

Rubber 
density, 
g/cm3

Specifi c 
surface 

of CNTs, 
m2/g

Diam-
eter of 
CNTs, 

nm

Specifi c 
surface of 
CB N550, 

m2/g

Specifi c 
surface of 
CB N220, 

m2/g

Specifi c 
surface of 
CB N330, 

m2/g

Calculated optimal 
content, phr

CNTs Carbon 
black

NBR 3365 0.915 230 15 40.0 — — 2.2 80.0
42.0 — — 1.2 80.0
44.0 — — 0.6 80.0

NR SMR 
20 [155]

0.86 230 15 — 118 — 1.97 29.0
— 120 — 1.64 29.1
— 122 — 1.31 29.3

NR SMR 
L [156]

0.86 230 15 — — 80.0 2.51 29.13
— — 82.0 2.23 29.20
— — 84.0 1.93 29.30

Table 5.17. Th e modes of mixing rubber composition based on NBR 3365

Mixing step

Feed 
In-
gre-
dient 

1#

Feed In-
gredient 
2# and 

Ingredient 
4#

Feed 
50% of 

Ingredi-
ent 3#

Feed 
50% of 
Ingre-
dient 

3#

Clean-
ing

Mix-
ing

Dis-
charg-

ing

Feed In-
gredient 
5# open 

mill

Mixing time, min 2 2 3 3 2—5 2
Temperature, °C ≥110
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Figures 5.67 and 5.68 [163] show the dependences of the tensile strength 
and elongation at the break for systems: NBR 3365 (curves 1, 2), NR SMR 20 
(curves 3), and NR SMR L (curves 4). Th e dots with the number 5 indicate the 
experimental results obtained for the NBR 3365 system with standard composi-
tion, without CNTs, but the carbon black was further dispersed in ethanol un-
der the action of ultrasound. Th is gave a small increase in the strength and elas-
ticity of the rubber, possibly due to the increase in the specifi c surface area of 
carbon black. Th e asterisks show the calculated content of CNT, which should 
correspond to the maximum increase in strength characteristics. 

Curves 1, 3, 4 (Figs. 5.67 and 5.68) represent samples where CNTs replace 
carbon black, i.e. the total content of fi ller does not change. For the rubber 
sample based on NBR 3365 (curve 1), in which carbon black N550 has a mini-
mum specifi c surface area (Scb = 42 m2/g) is used as a fi ller, the replacement 
of carbon black with CNT did not change the characteristics. And in the case 
CNTs were added according to the calculation (curves 2), the characteristics 
of the system increased.

For systems based on NR SMR 20 (curves 3) and NR SMR L (curves 4), 
where carbon black N220 (Scb = 120 m2/g) and N320 (Scb = 80 m2/g) are used as 
a fi ller, respectively, replacement of carbon black with CNT (SCNT = 230 m2/g) 
gives an increase in performance. Moreover, the eff ect is greater for a system in 
which the specifi c surface area of carbon black is larger.

Fig. 5.67. Dependences of tensile strength for systems: NBR 3365 (curves 1, 2), NR SMR 20 
(curve 3), and NR SMR L (curve 4). Th e asterisks show the calculated content of CNTs [163]
Fig. 5.68. Dependences of tensile fracture for systems: NBR 3365 (curves 1, 2), NR SMR 20 
(curve 3), and NR SMR L (curve 4). Th e asterisks show the calculated content of CNTs [163]
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Comparing the experimental values of CNTs content, at which the maxi-
mum eff ect of improving the characteristics of rubber compositions is achieved, 
with its calculated values, we can say that this calculation allows us to estimate 
the range of CNTs contents where we want to fi nd the optimal values.

In work [162], we compared the properties of the rubber composition based 
on natural rubber Vistalon 706 (EPM), namely in mass parts: natural rubber Vista-
lon 706 (EPM) — 100, coagulant ZDMA — 15, paraffi  n oil — 10, antioxidant — 1, 
retarder — 0.3, curing agent (peroxide Vul-Cup 40KE) — 5 (Table 5.19), carbon 
black N550 or N220 created by the authors [164], and our data for samples made 
according to the same recipe and calculated content of hybrid fi ller. Th e following 
parameters were used for the calculation: ρrubber = 0.86 g/cm3, SCNT = 1300 m2/g, 
Scb. (brands N550) = 42 m2/g, Scb (brands N220) = 120 m2/g. Th e value of the CNT 
diameter was varied, for which 6, 7, and 8 nm were taken (Table 5.19).

As can be seen from the comparison of samples 1—3 synthesized by calcu-
lation and sample 4 (carbon black N550), the addition of CNTs in the amount 
of 3.8—5.4 phr and CB of 60.0—59.8 phr gives larger values of tensile strength, 
fracture strain, and stress for 10% strain. For samples 5—7 (carbon black N220), 
the tensile strength and the value for 10% tensile deformation increase, but the 
samples become less elastic: the amount of fracture deformation decreases.

Conclusions. Th e proposed semi-empirical calculation, taking into account 
the ratio between the specifi c surface of carbon black and CNTs and the aver-
age particle size, allows estimation of the amount and composition of a hybrid 
nanofi ller (CB & CNT), as well as the method of its addition to CNTs: CB ad-
dition, CB substitution or partial replacement. A comparison of the predicted 

Table 5.19. Carbon black content, calculated CNTs content, CNTs diameter taken 
for calculation, and experimentally obtained values of tensile strength, fracture, 
and stress of 10% deformation for rubber compositions based on Vistalon 706

Sample 
number

Carbon 
black N550

Carbon 
black N220 CNTs dCNT for 

calculation, 
nm

Tensile 
strength 
(σ), MPa

Tensile 
fracture 

(ε),%

Stress of 10% 
deformation 
(ε10%), MPaContent in phr

1 59.8 — 5.4 6.0 23.2 425 1.8
2 60 — 4.6 7.0 24.5 528 1.9
3 60 — 3.8 8.0 24.6 550 1.9

4 [164] 50 — 3.87 — 22.3 522 1.8
5 — 60 2.0 6.0 30.6 450 2.3
6 — 60 1.0 7.0 29.5 430 2.2
7 — 60 0.2 8.0 28.0 420 2.0

8 [164] — 50 3.87 — 22.3 496 1.6
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values of CNTs and carbon black with the experimental data for rubber com-
positions with optimal tensile strength, fracture tensile strength, and stress for 
10% deformation based on both natural and synthetic rubbers shows the high 
effi  ciency of the method applied.

5.5. Modification of fiberglass with carbon 
nanotubes and its modified forms

 CNTs were added to epoxy resin (ER) by mixing EP with CNTs 
in a three-roll mixer of viscous liquids. Th e eff ect of curing conditions such as 
“free” curing without external impacts, pressure curing, and curing by vacuum 
pumping was investigated. Th e obtained data are shown in Table 5.20.

As follows from Table 5.20, the production of fi berglass by the method of 
infusion (vacuum pumping) is the most promising, as the tensile strength in-
creases quite signifi cantly, namely about twice compared to the hardening under 
low pressure and without pressure. Note that the density of samples varies within 
3%. Th e average density is 1.52 g/cm3 and the average deviation is 0.05 g/cm3.

Th e summarized results of LCS measurements of highly diluted in etha-
nol dispersions of CNTs in epoxy resin and in the hardener are presented in 
Tables 5.21 and 5.22 [44]. Analysis of the results shows, fi rst of all, that the 

Table 5.20. Infl uence of hardness conditions 
on tensile strength of fi berglass (without CNTs adding) [20] 

№ Conditions for obtaining Density, 
g/cm3

Tensile strength, 
MPa

Tensile strength nor-
malized to density, 

MPA/(g/cm3)

1 Without pressure and vacuum 1.46 112.5 ± 2.0  77.0
2 Under pressure, 1.4 kg/cm2 1.59   138.1 ± 11.0   86.9
3 In vacuum 5 ∙ 10–1 mm Hg 1.51 244.0 ± 7.0 161.5

Table 5.21. Th e size and number of particles 
in the resin solution depending on the CNTs content 

Particle distribu-
tion by

CNTs content, % wt.
0.1 0.2 0.4 0.8 1.6

Volume/number 
of particle types 
by size

864 nm 1—94 nm
  2—408 nm

1—
3.3 μm

1—
13.3 μm

1—21 μm

Number/particle 
size distribution

761 nm — 
100%

75.3 nm — 
100%

2.8 μm — 
100%

62 nm — 
99%

 532 nm — 26.5%
     3 μm — 46.4% 
17.7 μm — 25.1%
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sizes of CNTs agglomerates depend on their content. Th us, at a content of 
0.1% wt. CNTs in the resin, the particles are uniform in size in the range from 
250 nm to 1200 nm with a maximum of 790—800 nm. When the content of 
CNTs is 0.2% wt. and 0.8% wt., nanosized particles are within (30—120) nm 
with maxima (70—80) nm and (90—120) nm and up to 40% or more, re-
spectively. A sample of resin with a CNTs content of 0.4% wt. is character-
ized by the presence of large particles up to 3 μm. Like the sample containing 
0.1% wt., these particles are of the same size and it is their number that pre-
dominates in the resin. When the content of CNTs reaches1.6% wt., the par-
ticles are divided by size into three groups: 500 nm — 26.5%, 3 μm — 48.1%, 
and 17 μm — 25.4%.

Th e bending strength of model layered samples of fi berglass increas-
es non-monotonically with increasing content of CNTs and their modifi ed 

Table 5.23. Th e tensile strength of model samples of fi berglass depending 
on the method of production of CNTs and the chemical state of their surface

Th e method 
of obtaining 
a composite

Mixing on a three-roll 
mill in LR 285

Ultrasonic treatment 
in LH  286

Mixing in a three-roll 
mill in LR 285 and 

sonication in LH 286

Strength 
limit, 
MPa

Changing 
the strength 

limit

Strength 
limit, MPa

Changing 
the strength 

limit

Strength 
limit, MPa

Chang-
ing the 

strength 
limit

Composite 
without CNTs 26.96 — 26.96 — — —
Initial CNTs 30.57 1.13 41.51 1.54 — —

Oxidized CNTs 
at 200 A ∙ h/kg 42.88 1.59 27.36 1.01 — —

Synergetic eff ect: CNTs in. — in LH 286, CNTs oxid. — 
in LR 285 49.61 1.84

Table 5.22. Th e size and number of particles in the solution 
of the polymerization catalyst depending on the CNTs content 

Particle distribution by
CNTs content,% wt.

0.5 1.0 2.0

Volume/number of par-
ticle types by size

1 max — 14.7 μm 1 max — 16.5 μm 1 max — 40.9 nm
2 max — 716 nm
3 max — 6.1 μm

Number/particle size 
distribution

75 nm — 99.6% 230 nm — 89.5%,
6.1 μm — 10.5%

29.7 nm — 100%
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Fig. 5.69. Dependences of the bend-
ing strength of fi berglass samples 
fi lled with CNTs of diff erent origins

0.0 0.3 0.6 0.9 1.2
1.6

2.0

2.4

2.8

3.2

P, 
M

Pa

C, % wt.

forms. In the region of 0.4% wt., 
a minimum bending strength 
almost for all forms of CNTs is 
observed (Fig. 5.69).

Comparing the data on par-
ticle sizes and strength character-
istics of fi berglass, it is seen that a 
decrease in the size of CNTs agglomerates leads to an increase in the strength of 
the composite (CNTs contents of 0.1 and 0.2% wt.). For unknown reasons, at a 
content of 0.4% wt. the particle size increases by almost 40 times, which causes a 
decrease in strength, and then again the strength increases with decreasing size 
of the CNT agglomerates.

Table 5.22 also shows that the size of CNT agglomerates introduced into 
the polymerization catalyst depends on the content as well. It is impossible to 
compare the size of agglomerates with the strength characteristics at this stage 
of the study, although the correlation of the results with the preliminary analysis 
of the infl uence of CNTs agglomerate sizes on the strength characteristics of 
building materials is evident.

Th e infl uence of the chemical state of CNT surface on the tensile strength 
characteristics of model samples of fi berglass is shown in Table 5.23. Fiberglass 
samples were made from two layers of fi berglass with a density of 110 g/m2 con-
nected with epoxy resin LR 285 with hardener LH 286, which were reinforced 
with CNTs of diff erent origins. Th e initial CNTs or their modifi ed forms in the 
amount of 0.3% wt. relative to the mass of the approved resin were homoge-
neously distributed in the epoxy resin or hardener using ultrasonic dispersant 
UZDN-2 for the latter and stirring in a three-roll mixer for the former.

As can be seen from Table 5.23, an increase in the tensile strength limit (by 
59%) is observed when using oxidized CNTs for reinforcement of epoxy resin 
LR285. In the LH286 polymerization catalyst, on the contrary, composites with 
hydrophobic CNTs have the highest strength increase, by 54%.

Th is eff ect is explained by the fact that the amine hardener LH 286 in the 
interaction with CNTs acts as a surfactant. It orients the hydrocarbon part to 
the CNTs and the aminogroups to the outside, which prevents the reverse ag-
glomeration of the CNTs aft er dispersion. Since the amino groups react with 
the resin epoxy groups, the interaction of the polymer matrix with the CNTs 
surface increases. For oxidized CNTs, the opposite is true. Such ideas are con-
fi rmed by the quantum chemical calculations in [165].
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In the case of dispersion of oxidized CNTs in the resin, the most oxygen-
containing groups on the surface of CNTs (due to their polarity) prevent reverse 
agglomeration aft er dispersion.

Th e use of the original CNTs in the hardener and oxidized in epoxy resin 
gives a synergistic eff ect of increasing the strength, almost by twice.

Table 5.24 shows the compositions of composite samples and their strength 
characteristics.

Th ese data confi rm the achievement of such a technical result: the devel-
oped method provides fi berglass that has an increase in strength by 5.6÷107% 
compared to conventional composites without addition of CNTs. 

Th e method of manufacturing fi berglass can be used in industry for the 
manufacture of heavy-duty parts and structures.

From the above fi ndings, we can draw the following conclusions.

Table 5.24. Th e tensile strength of model samples of fi berglass 
depending on the content of composites used

Sample Component of 
the composition

CNTs content,%  Total 
content 
of CNTs 

relative to 
solid resin,%

Tensile 
strength, 

MPa

Change 
in the tensile 
strength,%

Non-
oxidized 

hydrophobic
Oxidized

1 Epoxy resin 0 0.25 0.25 46.0 70Hardener 0.25 0
2 Epoxy resin 0.1 0.15 40.0 48Hardener 0.3
3 Epoxy resin 0 0.1 0.5 51 89Hardener 1.5 0
4 Epoxy resin 0 1.0 1.0 56 107Hardener 1.0 0
5 Epoxy resin 2.5 1.9 39.0 44Hardener 0.3 0
6 Epoxy resin 0 2.5 2.2 28.5 5.6Hardener 1.5 0
7 Epoxy resin 0 0 0 27.0 —Hardener 0 0

8p Epoxy 
composition

1.0 0 1.0 71.77 4.6

9p Epoxy 
composition

0 0 0 68.62 —
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References

 Th e method of laser correlation spectroscopy shows that the developed 1. 
technique of deagglomeration of CNTs allows creating their stable dispersions 
in diff erent liquids, which is the basis of methodological approach to the uni-
form distribution of CNTs in matrices of diff erent nature.

 A comprehensive study of the structural, mechanical, thermodynamic, 2. 
and thermophysical characteristics of a new class of low-CNT-fi lled materials 
based on such matrices as thermoplastic and thermosetting polymers, elasto-
mers, cement paste, cement-sand mixture, oxide ceramics, and layered glass 
fi ber indicates that a change in properties of various matrices is determined by 
the structure-forming ability of CNTs, due to their uniquely large ratio length-
to-diameter ~103, which makes it possible to form a continuous nanoscale net-
work with a CNT content of several tenths of percent. Th e nanoscale grid forms 
layers of the matrix in the nanoscale state with signifi cantly improved proper-
ties compared to the bulk state. Th e decisive role of nanosized zones of matrices, 
determined experimentally, is confi rmed by theoretical calculations in various 
approximations, i.e. the matrix response is proportional to the surface area of 
the interfaces.
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OF CARBON MATERIALS66
6.1. From graphite to intercalated graphite and 
then — to amorphous and disordered graphite

Th e optical properties of carbon materials including diff erent 
coal types have been investigated both experimentally and theo-
retically for about 70 years. Th ese studies and their results can be 
pragmatic, as they were made, e.g., to further develop an objec-
tive basis for petrographic analysis of coal (coal petrology) and 
to add to the knowledge of the structure and composition of coal 
and coal components by determining their optical constants in 
various ranges of the electromagnetic waves spectrum [1]. 

At the same time, the results of optical studies of carbon 
materials can be of fundamental science value. Th us, refl ectivity 
and transmittance of light are of importance as these data al-
low us to understand features of electronic structure and lattice 
modes. Accurate determination of optical refl ectivity and ab-
sorption of carbon structures is also fundamental in astrophys-
ics [2, 3] and simultaneously it provides characteristics impor-
tant for carbon materials usage in optoelectronic devices. 

Optical studies of free carrier phenomena have the advan-
tage of requiring no electrical contacts. Th ey can be performed on 
samples in encapsulated ampoules with suitably chosen optical 
windows. To obtain reproducible optical measurements, especial-
ly on low-stage reactive compounds, samples can be prepared in 
the same ampoules (in situ) as are used for optical measurements. 
Reliable results have also been obtained using special optical am-
poules into which the samples are transferred aft er cleavage in an 
inert atmosphere inside a dry box (see, e.g., [4—6]).

Th ree complementary experimental techniques are espe-
cially early used for the study of lattice mode structure: inelastic 
neutron, Raman and infrared spectroscopy. All three techniques 
have been successfully applied to graphite and its intercalation 
compounds [4]. We will be in touch in this work only with two 
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last of them. Besides, we would like to draw your attention to luminescence 
methods of materials study. Luminescent studies of carbon materials have be-
come very important in the last two decades. 

Infrared spectroscopy probes infrared-active modes of very small wave vec-
tors because the wave vector of the incident photons is very small compared with 
the Brillouin zone dimensions. Because of the high optical absorption of graphite 
and other carbon materials, infrared spectra are usually taken by measurements 
of refl ectivity. To obtain the lattice mode frequencies from the measured spectra, 
an analysis of the spectral lineshape is carried out, taking into account contri-
butions to the dielectric constant from lattice mode oscillators and background 
terms arising because of free carrier absorption and interband transitions.

Since Raman spectroscopy is a scattering phenomenon, the change in fre-
quency between the incident and scattered photons is measured to determine 
the frequency of the absorbed or emitted phonon. Because of the small wave 
vector of the incident and scattered photons, fi rst-order Raman spectroscopy 
is limited to the observation of lattice modes close to the Brillouin zone center. 
Although fi rst-order Raman spectroscopy only provides information on q ~ 0 
phonons, information on the phonon dispersion relations for other points in 
the Brillouin zone can be obtained from second-order spectra, where contribu-
tions are made by pairs of phonons with wave vectors q and –q. Second-order 
Raman lines are generally broad because many phonon pairs with diff erent en-
ergies contribute to the line. Th e resulting line emphasizes those regions in the 
Brillouin zone that have high densities of states.

Considerable attention will be paid to the luminescent methods of research. 
Luminescent spectroscopy provides important data on the electronic and spa-
tial structure of materials, and it allows you to detect the material properties 
to emit light, which may be of great importance for the practical use of such 
luminescent materials in optical and optoelectronic devices. 

At the same time, it is easy to understand that the optical properties of 
various graphite and carbon forms have to be very similar as they are mainly 
determined by the electronic structure of carbon atoms and by the interaction 
of their outshell electrons with a neighbor. In carbon materials, the neighbor at-
oms are the same carbons. So, we fi rst describe the optical properties of graphite 
regarding its most spread modifi cations. Th en we will direct a reader to see the 
variation of the properties associated with other carbon materials and composi-
tions, e.g. some carbon nanostructures and expanded graphite (EG). Optical 
properties were studied to achieve fundamental knowledge and possible useful-
ness. Especially the dependences of optical properties on nanostructure size, 
shape, and carbon quality have been the objects to be studied. 

It should be noted that according to our data, in most cases, the character-
istics of light interaction with carbon materials are used to study the features of 
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the structure of the latter. To a lesser extent, such materials are considered and 
studied as possible optical functional materials. It is just the intention to draw 
attention to the possibility of using carbon materials, in particular, thermo-
expanded graphite, as optical materials led us to include the section “Optical 
properties of carbon materials” in this book. We also note that carbon materials, 
like any other solids, can be considered from two positions regarding their opti-
cal properties for practical use. First, they can act as “passive” optical materials, 
that is, they are used for transmission and spatial management of light streams. 
Second, they can also be used as active optical materials. With the help of the 
latter, they change the spectral composition, the duration of light fl ows, and 
their spatial and temporal coherence. Passive optical materials can be trans-
formed into active (that is functionalization) by introducing (adsorbing) special 
impurities (activators) and defects, modifying their spatial homogeneity creat-
ing composites, etc. 

As for what properties of solids should be considered optical, note that there 
is no specifi c list recognized in science. Th erefore, we will rely on diff erent sources 
and at our discretion. When white light strikes the surface of a solid, it may be scat-
tered, refl ected, refracted, transmitted, or absorbed. Light scattering and refl ect-
ing are mainly surface phenomena while refracting, transmitting, and absorbing 
are internal ones. Some other characteristics that are determined by mentioned 
above properties are color, luster, brilliance, scintillation, dispersion, etc.

Th e purpose of Chapter 6 is to provide the reader with an opportunity to 
get acquainted with the possibilities of optical methods for carbon structures and 
optical properties study, using one source, namely this book. Th at is why Chapter 
6 is mainly a review of publications and analytical reviews that have already been 
published in these areas. Th e results of our research are presented here to a lesser 
extent. (To facilitate the perception of the material placed below, let us give here 
the limits of the optical range in diff erent units of measurement, namely, wave-
lengths in nanometers: 100 nm — 1 mm; in reciprocal centimeters: 105—10 cm–1; 
in electron volts: 12.4—1.24 · 10–3 eV; in Herz: 3 · 1015—3 · 109 Hz.)

6.1.1. Optical properties of graphite

Many works have been already devoted to experimental studies 
of the optical properties of graphite [7, 8—14]. E.g., several attempts have been 
made to identify the optical transitions in the band structure of graphite, which 
correspond to most of the characteristic features of optical spectra [15—18], 
and some of the measurements have been performed on natural single crystals 
[8, 10, 19, 20]. However, such crystals of graphite are very fragile and usually 
contain large concentrations of impurities. Some of these impurities may be 
removed by chemical treatment like prolonged boiling in concentrated hydro-
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fl uoric acid or heating to ~2000 °C in fl owing fl uorine gas, thus leaving ppm 
levels of metallic impurities. Since high-purity natural single crystals are hard 
to obtain, highly oriented pyrolitic graphite (HOPG) is oft en used for measure-
ments of the physical properties of graphite. HOPG consists of a large number 
of crystallites with the c axis well aligned (within ~0.2° of the average c axis), 
so its properties are very similar to those of the natural single crystals [21]. It 
has been shown that, e.g., the refl ectance spectrum of HOPG agrees within the 
experimental error with that of natural graphite single crystals [8, 10].

In general, the frequency-dependent optical properties of a solid are deter-
mined by the relative contribution to the complex dielectric tensor ε from free 
carriers (εcarriers), interband electronic transitions (εinterband), phonon excitations 
(εlattice), and other processes not treated in detail (εcore) [4]. Th e transitions con-
tributing to ε core occur at frequencies higher than the frequency range under 
consideration, and therefore can be treated in terms of an average quantity. Th e 
complex dielectric tensor is thus written as

       ε = ε1 + iε2 = εcarriers + εinterband + εlattice + εcore ,   (6.1)
where ε1 and iε2 are the real and imaginary parts of the dielectric tensor. Th e ten-
sor for the complex index of refraction is defi ned in terms of the complex value:

    (n + ik)2 = ε1 +iε2 .    (6.2)

So, the next equations relate ε1 and ε2 with the refractive index, n, extinction 
coeffi  cient, k, and absorption coeffi  cient, α, by the following equations:

   ε1= n2 – k2,   ε2 = 2nk,   k = α/4πλ.  (6.3)

Th e variables ε1 and ε2 are related by the Kramers — Kronig relationship:
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where N is the atomic density, R (E) is the distance dipole matrix element, and 
Nv and Nc are the valence and conduction band density of states (DOS), respec-
tively; R (E) is generally independent of energy E [4].

Th e dielectric tensor of graphite as a solid with hexagonal lattice symmetry 
has two independent components: εc = ε1c+ iε2c and εa = ε1a+ iε2a. Th ey corre-
spond to two diff erent polarization directions of the electric fi eld E, where c is a 
symmetry axis perpendicular to the basal plane. Two independent tensor com-
ponents, εa and εc, correspond respectively to the optical electric fi eld parallel, 
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E||a, and perpendicular, E||c, to the layer planes. More specifi cally, E||a denotes 
the ordinary wave and E||c the extraordinary wave. Since the cleavage plane is 
perpendicular to the c axis, εc can be easily determined by the normal incidence 
refl ectance measurements. At the same time, εa cannot be obtained in such a 
way, which is caused by diffi  culties involved in preparing suitable surfaces par-
allel to the c axis. Because of the very diff erent magnitudes of εa and εc, graphite 
and some related compounds exhibit highly anisotropic optical properties. 

Th e data obtained for the ordinary wave show reasonable agreement among 
themselves. In the case of εǁ, however, signifi cant disagreement exists among 
the available sets of experimental data. Ignoring the diff erences inherent in the 
techniques used (optical and energy-loss spectroscopy), this disagreement may 
be caused by the diffi  culty in obtaining good surfaces parallel to the c axis, and 
the fact that all-optical data are derived from refl ectivity measurements [4].

Refl ection and refraction of electromagnetic waves by graphite. Prop-
erties of the EMW refl ection by graphite surface have been studied in a very 
wide range of incident photon energy (wavelength range). Th e obtained results 
provided an understanding of the role of various types of charge carriers, lattice 
vibrations, and features of the structure, e.g. defects. Th ese results noted direc-
tions of refl ection application (see References mentioned above). 

In the case of pristine graphite, εcarriers, εinterband, and εlattice all contribute sig-
nifi cantly at infrared frequencies. For pure graphite, the dielectric tensor ε is 
dominated by the εinterband term in the infrared and visible regions of the spec-
trum, since the valence and conduction bands of graphite are essentially de-
generate along the edges of the Brillouin zone, HKH and H/K/H/, where the E3 
bands are split only by very small spin-orbit interaction energy of 2.2x10–4 eV 
[22, 23]. Interband transitions thus occur starting at the very low spin-orbit 
energy for kz where the Fermi level crosses the HKH axis [24, 25] and continu-
ing to higher energies for diff erent kz values. For pristine graphite, the Fermi 
level is located at approximately the mid-point of the small band overlap region 
which is ~0.04 eV wide. Th e onset of interband transitions occurs at a very low 
frequency and therefore contributes strongly to εinterband. 

Th e low-frequency interband transitions eff ectively obscure the characteristic 
structure in the optical refl ectivity normally identifi ed with the plasma frequency. 
For pristine graphite, the plasma frequency for E||a is estimated to be at ~0.5 eV 
[26], corresponding to the room temperature carrier density for holes and elec-
trons of 2 ∙ 10–4/atom (as determined from transport measurements [27] and an 
in-plane dielectric constant of εa = 2.8 [28]). At low frequencies, the structure 
associated with the E1u IR-active lattice mode was observed by [29] at 1588 cm–1 
(0.197 eV), and the A2u mode by [30] at 868 cm–1 (0.108 eV). Th e in-plane and 
c-axis lattice modes contribute to the dielectric tensor components εa and εc re-
spectively. At higher frequencies, the structure in the optical refl ectivity of pristine 
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graphite is identifi ed with specifi c electronic interband transitions [31, 32]. In the 
vicinity of 0.8 eV, K-point transitions from occupied states in the E2 valence band 
to empty states in the E3 conduction band above the Fermi level (0.706 eV) and 
from occupied states in the valence E3 band to empty conduction states in the E1 
band (0.889 eV) are observed using modulated refl ectivity techniques [33—35]. 
Because of trigonal warping eff ects, there is a strong admixture of the E3 bands 
[36] so that both E3 bands couple to the E1 and E2 bands and contribute to the 
lineshape of each component of the doublet structure [34]. 

Th e complex dielectric constant ε(ω) = ε1 + iε2 and associated functions 
were derived by application of the Kramers — Kronig relation to refl ectance 
data for graphite obtained in the energy range to 26 eV. It is possible to divide 
the optical properties into two spectral regions. In the range of 0 to 9 eV, intra- 
and interband transitions involve mainly π bands. At higher energies, a broad 
absorption peak near 15 eV is associated with interband transitions involving 
3 σ electrons per atom. Plasma resonances that produce peaks in the energy-
loss function −Imε−1 at 7 and 25 eV are identifi ed and described physically. At 
low energies, structure in the refl ectance curve near 0.8 eV is attributed to the 
onset of transitions between the E2 and E3 bands at the point K. Th is yields a 
value for γ1 of ≈0.4 eV. Th e dominant structure in the optical refl ectivity of 
graphite is, however, observed at ~5 eV, and identifi ed with interband transi-
tions between π-bands around the M-point in the Brillouin zone [10, 15, 31, 
37]. Interband transitions involving σ-bands give rise to optical structure in the 
around 13 eV range. A large anisotropy in the optical properties of graphite is 
observed primarily because εcarriers is much larger for the polarization E||a than 
for E||c due to the large anisotropy in the eff ective mass tensor. Furthermore, 
εinterband is signifi cantly diff erent for the two polarizations due to diff erences in 
selection rules and magnitudes of matrix elements [10, 15, 38, 39]. On the other 
hand, many of the interband transitions occur away from high symmetry points 
in the Brillouin zone and therefore exhibit optical structures closely associated 
with maxima in the joint density of states. Th ese maxima tend to be consider-
ably less anisotropic than the other factors dominating the optical properties. 
Th us, εinterband for pristine graphite is less anisotropic than εcarriers.

Th e data obtained for the ordinary wave show reasonable agreement among 
themselves. In the case of ε|, however, signifi cant disagreement exists among 
the available sets of experimental data. Ignoring the diff erences inherent in the 
techniques used (optical, electron-energy-loss spectroscopy), this disagreement 
may be caused by the diffi  culty in obtaining good surfaces parallel to the c axis, 
and the fact that all-optical data are derived from refl ectivity measurements.

Th e transverse dielectric function ε = ε1 + i ε2 of graphite for the electro-
magnetic wave normally incident on the trigonal plane is calculated based on  
the band structure for the far-infrared region [40], where the eff ects of free 
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carriers and spin-orbit coupling are predominant. In the absorption spectrum 
there appears van Hove singularity arising from the transition between the two 
degenerate bands near point K of the Brillouin zone split by the eff ect of spin-
orbit coupling, but no observable structures from the vicinity of point H. Th e 
strength of spin-orbit coupling λz

33 is not determined defi nitely from the experi-
ment available but is estimated as 0.004eV (at point H) or 0.0055eV (at point K) 
as one of the possible values [40].

Th e refl ectivity of freshly cleaved HOPG samples between 3 and 40 eV for 
diff erent angles of incidence was measured in [14]. Synchrotron radiation was 
polarized either parallel or perpendicular to the plane of incidence with a degree 
of polarization between 0.9 and 0.97. Th e relative refl ectance measurements for 
nine angles between 15 and 75° were performed, and εc and εa were determined 
by fi tting R with the Fresnel formula for anisotropic uniaxial crystals. Absolute 
R at 15° (near-normal incidence) was used to obtain εc by the Kramers — Kro-
nig analysis. Th e overall agreement with other optical measurements and with 
the EELS data was good.

Th e refl ectance of both natural single crystals and HOPG was measured in 
[10]. Th e HOPG samples were prepared by cutting and mechanical polishing 
without an etching procedure. Th e surface area had a high degree of fl atness, 
and Rs and Rp (refl ectances corresponding to the electric fi eld E perpendicular 
and parallel to the incidence plane, respectively) were measured from 1.9 to 
5.15 eV at incidence angles from 10° to 80° with steps of 10° and angles of 75, 
85, and 87°. In addition, R on polished surfaces, both parallel and perpendicular 
to the c axis, was measured in the 2—9 eV range to compare E⏊c and E||c under 
identical surface conditions. Th ose data were not suitable for Kramers — Kro-
nig analysis because of the inferior quality of polished surfaces compared with 
the cleaved ones. Th e values of n⏊, k⏊, and n|, k| from 0.9 to 15.5 eV were ob-
tained by the least-squares fi t of Rs and Rp at diff erent angles of incidence using 
the Fresnel relations for uniaxial materials. Th e values of n⏊ and k⏊ are in good 
agreement (±10%) with the data from [8] and [14].

In the infrared region, the refl ectivity of HOPG for E⏊c on the cleaved sur-
faces and for E||c on the polished surfaces was measured in [29]. Th e surface 
damage induced by polishing was accounted for by scaling the E||c spectrum 
with the ratio of E⏊c spectra obtained from the cleaved surface and the polished 
surface, respectively.

Th e refl ectance of graphite at normal incidence, from about 1.8 to 300 μm, 
and at thirty temperatures between 10 K and ambient was measured in [41]. El-
lipsometry was also used to complement these measurements down to 0.3 μm 
(Figs. 6.1, 6.2). Th e far IR data are very important for astrophysics as the aver-
age thermal spectrum of thin quiescent clouds in the local space (diff use galactic 
interstellar medium (DGISM) could be fi tted by a gray-body spectrum at a tem-
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perature in the range 17—19 K. Th is spectrum, therefore, essentially covers the 
range from 100 to 1000 μm. Th e search for possible dust carriers of emission usu-
ally centers on graphite, or “astronomical graphite and amorphous silicate” [42].

Th e data were measured or deduced in [41, 42] for the normal incidence 
refl ectance, R, in-plane conductivity, σ, and the real part of the dielectric func-
tion, ε1. Th e imaginary part of the dielectric function, ε2, is derived from the 
conductivity [43]:

   ε2 = 6 ∙ 10−3 σ (ω−1cm−1) λ(μm).   (6.6)

From th00is, one can derive the refraction indexes n, k, the refl ectance 
phase θ, the absorbance α = 4πk/λ, and the absorption/extinction effi  ciency of 
small grains of radius a, Q/a [43].

When the temperature rises above 0 K, more and more electrons are freed from 
the valence band into the conduction band, leaving behind an equal number of 
holes. As the number of electrons per material cell is fi nite and constant (f-sum 
rule), the increased optical weight in the far-infrared (FIR) must be exactly com-
pensated by a decrease in the adjacent part of the conductivity plateau, as evidenced 
by dips below the average plateau in the same fi gure. An adequate continuation into 
the FIR must account for both the increase and decrease of the conductivity (in dif-
ferent but adjacent parts of the IR spectrum), as the temperature varies [3].

All noted here experimental optical properties can be obtained directly from 
any pair among three quantities R, ε1, and σ, for which experimental data were 

Fig. 6.1. Normal incidence refl ectance on HOPG measured in [41] at 300 K (red, upper 
curve), 200 K (green), 100 K (blue), and 10 K (black, lower curve). Th e temperature ef-
fects are limited, essentially, to the range beyond 5 μm; in this range, refl ectance increases 
with temperature by less than 10% [3]
Fig. 6.2. Real 30part of the dielectric function of HOPG measured in [41] at nor mal in-
cidence, at 300 K (red, lower curve), 200 K (green), 100 K (blue), and 10 K (black, upper 
curve). Th e temperature eff ects are limited, essentially, to the range beyond 5 μm [3]
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Fig. 6.3. Real part of the dielectric func-
tion of HOPG measured in [41] at nor-
mal incidence, at 300 K (red dots, lower 
curve)), 200 K (green dots), 100 K (blue 
dots), and 10 K (black dots, upper curve), 
superimposed upon the corresponding 
model spectra in dashed lines of corre-
sponding colors [3]

Fig. 6.4. Imaginary part of the 
dielectric function of HOPG 
as measured in [41] at normal 
incidence, at 300 K (red dots, 
upper curve), 200 K (green 
dots), 100 K (blue dots), and 
10 K (black dots, lower curve), 
superimposed upon the cor-
responding model spectra 
in dashed lines of the corre-
sponding colors [3]

Fig. 6.5. Real part of the conductivity of HOPG as measured in [41] at normal incidence, 
at 300 K (red dots, upper curve), 200 K (green dots), 100 K (blue dots), and 10 K (black 
dots, lower curve), superimposed upon the corresponding model spectra in dashed lines 
of corresponding colors
Fig. 6.6. Refl ectance of HOPG as measured in [41] at normal incidence at 300 K (red dots, 
upper curve), 200 K (green dots), 100 K (blue dots), and 10 K (black dots, lower curve), super-
imposed upon the corresponding model spectra in dashed lines of corresponding colors [3]
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given up to 200 μm [41]; they are therefore all labeled below as “measured”. For 
a given temperature, a fi t of this model to any of the latter two delivers all other 
optical quantities. In eff ect, the fi ts were optimized by simultaneous comparison 
of experimental and model spectra of ε1, ε2, σ/σ0, R, θ, n, and k in the hope of 
compensating for possible measurement uncertainties. Th e fi ts were then per-
fected by optimizing the parameters using non-linear least-squares minimiza-
tion based on the Davidon — Fletcher — Powell (DFP) method. Th e following 
fi gures (Figs. 6.3—6.8) illustrate the spectra delivered by the model (dashes) and 
superimposed upon the corresponding measured spectra (dots), using black, 
blue, green, and red colors for 10, 100, 200, and 300 K, respectively.

Th e discrepancy among the data can be partially explained by errors connected 
to the Kramers — Kronig analysis of refl ectivity at near-normal incidence, and the 
diffi  culty of obtaining absolute values of refl ectivity (particularly for large angles of 
incidence), and the diff erent surface conditions which can signifi cantly aff ect the 
refl ectivity. However, these experimental diffi  culties do not explain why there are 
signifi cant diff erences between εa obtained by refl ectivity measurements and that by 
electron energy-loss spectroscopy (EELS) in the range 2—18 eV [7]. E.g., EELS data 
give a sharp peak at 11 eV in ε2a, which is several times larger than the estimated 
experimental uncertainty [9], which is absent in the optical data. Also, the band 
structure calculations predict that there would be a bandgap of around 5 eV for the 
parallel polarization, but this does not coincide with the EELS data. Despite many 
attempts to correlate the experimental dielectric function features with the transi-
tions predicted by band structure calculations [10, 12, 15, 17, 18, 44—46], the ques-

Fig. 6.7. Real part of the refraction index of HOPG as measured in [41] at normal incidence 
at 300 K (red dots, upper curve), 200 K (green dots), 100 K (blue dots), and 10 K (black dots, 
lower curve), superimposed upon the corresponding model spectra in dashed lines of cor-
responding colors [3]
Fig. 6.8. Imaginary part of the refraction index of HOPG as measured in [41] at normal 
incidence at 300 K (red dots, upper curve), 200 K (green dots), 100 K (blue dots), and 
10 K (black dots, lower curve), superimposed upon the corresponding model spectra in 
dashed lines of corresponding colors [3]
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tion as to whether EELS data or optical 
data would describe the optical properties 
for extraordinary waves in graphite more 
accurately is still unresolved [7]. 

Another model was described and 
discussed for the optical constants of 
graphite over a wide frequency range 
(0.12—40 eV) for εc and (2—40 eV) 
for εa in [7]. Th e modifi ed Lorentz — 
Drude oscillator model was employed. 
In this model, damping is described 
with the frequency-dependent func-
tion instead of a constant, with one ad-
ditional parameter per oscillator. In this way, the shape of the spectral line is an 
adjustable parameter of the model, thus allowing greater fl exibility. Since the 
model is based on damped harmonic oscillators, it satisfi es the causality, linear-
ity, reality, and Kramers — Kronig requirements. Th e experimental data used in 
this work are tabulated in the Handbook of Optical Constants II [13]. For εc, the 
data obtained in [14] are used in the range 5—40 eV, the data from [10] in the 
range 2—5 eV, and the data of [29] in the range 0.12—0.22 eV [7]. 

Fig. 6.9 shows the real and imaginary parts of the refraction index corre-
sponding to E⏊c vs the energy. Th e open circles represent the experimental data, 
while the solid line represents the calculated values obtained. A good agreement 
between the experimental and calculated data can be observed for both the real 
and imaginary parts of the refraction index. It should be noted that the experi-
mental data for εc obtained by the EELS and by the refl ectivity measurements 
agree well among themselves; they also agree well with the theoretical calcula-
tions. Th e experimental data for ε2c show a sharp peak at 4.5 eV and a broad-
er peak at 14.5 eV, which can be accounted for by band structure calculations 
[7, 10, 11, 15, 16, 18, 44—46].

Plasma frequency corresponding to collective excitations of π electrons is 
around 7 eV [8, 11, 12, 14, 47] while the π + σ plasmon corresponding to the 
collective excitation of all four electrons is around 27 eV [12, 14]. Th is is in con-
trast with the earlier work [8], which predicts the π + σ plasmon to be around 
25 eV. Th e eff ective number of electrons per atom calculated with the experi-

Fig. 6.9. Real part of the refraction index n⏊ 
of graphite as a function of energy for nor-
mal polarization. Th e inset shows its imagi-
nary part k⏊ vs energy. Th e open circles re-
pre sent experimental data, while the solid 
line represents calculated values [7]
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mental data for normal polarization saturates at four electrons per atom above 
30 eV, as expected (for 1π and 3σ electrons) [7, 8, 12, 14].

Unlike the εc data, there are signifi cant discrepancies between the EELS and 
the refl ectance data for εa. Th e theoretical calculations also disagree in certain 
aspects. Major discrepancies between the EELS and the optical data occur in 
the range from 2 to 18 eV. Beyond 18 eV, the EELS data from [9] join smoothly 
the refl ectance data of [9, 14] where an electron-energy-loss spectrum of HOPG 
samples of about 1000 Å thickness was measured. Th e resulting εa was in very 
good agreement with the previous EELS measurements. A sharp maximum in 
ε2a, which is absent in the optical data, was established beyond experimental and 
computational errors. Band structure calculations also disagree among them-
selves over this point, giving no conclusive evidence in favor of or against the 
strong transition at ~11 eV. Th e existence of a peak around 11 eV is in agree-
ment with the calculations in [45], though the calculations in [18] predict the 
existence of transitions at 13.5 or even at 16 eV, and calculations of [12] predict 
transitions to be around 11 and 16 eV [7].

A large discrepancy also exists in the range below 6 eV. Th e data from [10] 
and from [20] show no structure in this range, which is in agreement with the 
band structure calculations employing a two-dimensional (2D) approximation 
[13, 45]. However, made in [15] calculations predict a peak near 4.3 eV, which 
is also present in the data from [14]. A possible reason for the absence of this 
small peak in former cases can be the slight depolarization of light in the ex-
periments. Transitions between π bands, which are forbidden for Eǁc in a single 
layer, are not strictly forbidden in a 3D lattice. Nevertheless, the matrix ele-
ments are much smaller than those for the perpendicular polarization, thus ac-
counting for the small magnitude of the peak [15, 17]. However, the breakdown 
of the selection rules for the 3D case predicted by made in [15] calculations still 
does not justify the data obtained by the EELS in this region [7].

It is diffi  cult to establish which of those two methods, the refl ectance mea-
surements or the EELS, is correct. Th e refl ectance measurements of the optical 
constants for Eǁc cannot be performed directly because of the diffi  culties in pre-
paring suitable good quality surfaces. Th erefore, values of the refraction index for 
a parallel polarization have to be deduced from refl ectance measurements under 
oblique incidence. For an anisotropic material, at each wavelength, a function 
of fi ve variables (the real and imaginary parts of the dielectric function for per-
pendicular polarization, the real and imaginary parts of the dielectric function 
for parallel polarization, and the degree of polarization) is minimized  to deter-
mine values which give minimal discrepancy between calculated and measured 
refl ectances. It is well known that this is not a simple problem (mainly due to the 
existence of multiple solutions), even in a simple case of isotropic material and 
refl ectance measurements at normal incidence, where only two variables, namely 
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n and k, have to be determined. Hence, 
there exists a large uncertainty of the de-
termined values (±10%). On the other 
hand, EELS may not be accurate in the 
low-energy range, because in this range, 
the relativistic (Cherenkov’s) eff ects con-
tribute signifi cantly to the energy loss 
when the momentum transfer has large 
components along the c axis [12]. An-
other strong objection to EELS data is 
that they do not agree with the theoreti-
cal prediction of the bandgap of about 
5 eV. In order to check the consistency of 
experimental data, fi nite-energy sum rules have been applied in the literature [12, 
14]. However, the eff ective number of electrons per atom in case of parallel po-
larization, as calculated from both the EELS data [12] and refl ectance data [14] is 
below three at 40 eV (and it is far from saturation since plots show slope of about 
45°), so no conclusion can be drawn from that except that there are some higher-
lying transitions involving the valence-band electrons [7].

Since all previous theoretical considerations (for recent fi rst-principles cal-
culations [17] have failed to resolve the issue as to whether the EELS or the op-
tical data represent an accurate description of the optical constants of graphite 
for the parallel polarization; both sets of available data for εǁ were applied. One 
set consists of the EELS data in the 2—18 eV range [9] and in the 18—40 eV 
range [14]. Th e other set consists of the data derived from the refl ectance mea-
surements from [10] in the 2—5 eV range and from [14] in the 5—40 eV range. 
Plasma frequencies for εa are around 14 eV [12] and 19 eV [7, 12, 14]. 

Th e real and imaginary parts of the refraction index corresponding to Eǁc 
as a function of energy are shown in Fig. 6.10. Th e open circles represent the 
EELS experimental data, while the solid line represents the calculated values. A 
very good fi tting can be noted between experimental and calculated values [7].

As mentioned earlier, the optical data show the existence of a bandgap pre-
dicted by theoretical calculations. Th erefore, in modeling the optical data we do 
not consider the intraband contributions because they would not be consistent 
with the small values of ka for low energies. However, in trying to fi t the set of 

Fig. 6.10. Real part of the refraction index na 
of graphite as a function of energy for nor-
mal polarization. Th e inset shows its ima-
ginary part ka vs energy. Th e open circles 
re present EELS experimental data, while the 
solid line represents calculated values [7]
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data derived from the refl ectance measurements, we encountered unexpected 
diffi  culties. When we attempted to adopt the usual objective function which 
minimizes discrepancies between experimental and calculated data for both the 
real and imaginary parts of the dielectric function, or the refraction index, the 
algorithm did not converge at all. Changing the number of oscillators employed 
did not appear to infl uence that. Since we use a global optimization routine, 
which has been severely tested for problems with up to 100 variables and up 
to 15100 local minima [48], the only reason for divergence could be that the ex-
perimental data cannot be described with the model employed. On the other 
hand, there is no reason for the optical constants of any material in the studied 
spectral range could not be described with the Lorentz or Lorentz — Drude 
oscillator model. Th en, an attempt to fi t separately the real and imaginary parts 
of the refraction index was made, and the results are shown in Figs. 6.11 and 
6.12, respectively [7].

In minimizing the errors for n and k separately, no numerical problems were 
encountered. However, it turned out that excellent agreement for the real part of 

Fig. 6.12. Coeffi  cient of extinction ka vs energy. Th e open circles represent experimental 
data from optical measurements, while the solid line represents calculated values. Th e 
inset shows na as a function of energy [7]

Fig. 6.11. Refraction index na as a function of energy. Th e open circles represent ex-
perimental data from optical measurements, while the solid line represents calculated 
values. Th e inset shows ka as a function of energy [7]
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the refraction index na, as shown in Fig. 6.11, leads to the poor agreement for the 
imaginary part ka, and vice versa, as shown in Fig. 6.12. Since the model automati-
cally satisfi es Kramers — Kronig relations, agreement with the experimental data 
should be, in principle, equally good for both the real and imaginary parts of the 
refraction index. Moreover, it can be observed that the refraction index experi-
mental curve fails to show a structure corresponding to the obvious peak in the 
coeffi  cient of extinction around 11 eV. Also, there is no justifi cation for the very 
sharp peak in experimental n (ω) near 5 eV, which appears to be unrelated to any 
feature of k (ω). It should be pointed out that values for the real and imaginary 
parts of the dielectric function for the parallel polarization were calculated inde-
pendently for each wavelength [14] so there is no guarantee that the experimental 
data satisfy Kramers — Kronig relations. Th erefore, a check whether the experi-
mental data are Kramers — Kronig consistent was made [7].

Th e Kramers — Kronig transformation for a set of data for the imaginary 
part of the refraction index ka has been performed. Since the data [14] cover the 
3—40 eV range, the data from 2 to 3 eV were used [10]. In the region where 
these two data sets overlap, the data from [14] were used because they show 
a weak peak in ka, as predicted by the band-structure calculations based on 
3D approximation [15]. Th e data for the imaginary part of the refraction in-
dex resemble the theoretically predicted structure. Th ere is one small peak at 
4.3 eV, which is due to the breakdown of selection rules for 3D lattice [15] and a 
two-peak structure around 11 and 14 eV [10]. Obtained results are depicted in 
Fig. 6.13 showing a comparison between the tabulated experimental data (solid 
line) and the results of the Kramers — Kronig transformation (dotted line) [7].

It can be observed that the Kramers — Kronig transformation gives a curve 
for na which signifi cantly diff ers from the tabulated data, where only diff erences 
at the range end can be attributed to the errors in the Kramers — Kronig analy-
sis. Th ose errors are in part due to the higher-lying transitions whose existence 
can be deduced from the fact that the eff ective number of electrons per atom 
for the parallel polarization is far from the saturation value at 40 eV [12, 14]. 
Since the real and imaginary parts of the refraction index have to satisfy the 
Kramers — Kronig relations, the original experimental data were modeled by 
ka, while for na, the Kramers — Kronig transformation of experimental values 
of ka in the spectral range up to around 26 eV was employed, and the original 
experimental values of na from 26 to 40 eV to avoid errors induced by the Kram-
ers — Kronig transformation at the end of the region. Fig. 6.14 shows the real 
and imaginary parts of the refraction index as a function of energy.

Th e open circles represent the experimental data for the imaginary part, 
the triangles represent the real part obtained by the Kramers — Kronig trans-
formation, and the solid line represents the calculated values. It can be observed 
that for this composite set of data (original experimental values for ka and the 
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Kramers — Kronig transformation for na), there exists good agreement with the 
experiment for both the real and imaginary parts of the refraction index [7].

Th erefore, to describe the optical constants of graphite for the parallel polar-
ization, one should use the data obtained from optical measurements for the imag-
inary part of the refraction index, while for the real part, the Kramers — Kronig 
transformation of these data should be employed. Th e data set obtained in such a 
way, which can be easily and accurately reproduced by the model described here, 
is internally consistent and in agreement with the theoretically predicted optical 
features. Taking into account the band structure calculations, there is reasonable 
doubt about the accuracy of EELS data for lower energies, especially when they do 
not confi rm the existence of a gap of about 5 eV for parallel polarization [7].

Th e optical properties for the polarization E׀׀c axis in pristine graphite are 
extremely diffi  cult to measure quantitatively because of the experimental prob-
lem of preparing good optical quality “a-faces”, containing both a and c-axes. 
In contrast, high-quality optical surfaces are easily prepared by cleavage on “c-
faces”, containing only a-axes. Th e most reliable a-face samples that have been 

Fig. 6.13. Comparison among the available sets of data for na: tabulated experimental 
data from the optical measurements (solid line), the result of Kramers — Kronig trans-
formation (dotted line), and data obtained by EELS (dashed line) [7]
Fig. 6.14. Real and imaginary parts of the refraction index of graphite vs energy for paral-
lel polarization. Open circles represent the experimental data for the imaginary part of 
the refraction index, while triangles represent the real part obtained by Kramers — Kro-
nig transformation, and the solid line represents calculated results [7]



343

6.1. From graphite to intercalated graphite and then — to amorphous and disordered graphite

prepared were mechanically polished and then sputter-etched with argon ions 
[49]. Th e mechanical polish produces improved optical surfaces but degrades 
the crystal ordering, while the argon ion sputtering removes much of the crystal 
damage but introduces a pitted surface with lower refl ectivity. It is shown that 
the values of ε = 3.4 ± 0.4 have been obtained by refl ectivity measurements on 
sputter-etched a-faces [49] and εc = 5.8 was obtained for mechanically polished 
surfaces [30]. Th ese values are to be compared with εc = 5.4 obtained by energy 
loss experiments through thin c-face samples [50]. Optical refl ectivity studies 
have been carried out on a-faces for graphite [10, 30, 38]. 

Th eoretical considerations suggest that the free carrier contribution to the 
dielectric tensor εcarriers for E׀׀c is smaller than for E׀׀a by more than one order 
of magnitude, primarily because the eff ective mass component mzz is about two 
orders of magnitude greater than mxx in graphite. Th us ωp,c, the plasma frequen-
cy for E׀׀c, is expected to be much smaller than ωp,a for E׀׀a:

    2 2 24 *
, ,( / )p c zz p aNe mw p w= <<  .  (6.7)

Anisotropy in the interband contribution to the dielectric tensor is also ex-
pected since εinterband depends on the momentum matrix elements 
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and 2
xp for E׀׀a. On the basis of k · p perturbation theory, these matrix ele-

ments are related to the eff ective mass components according to the relation:
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Th e calculation of the optical anisotropy of graphite based on a three-di-
mensional electronic energy band structure shows that the dominant structures 
in εc and εa occur at approximately the same photon energies, primarily because 
interband transitions occur over large volumes of the Brillouin zone [15]. As 
for graphite, interband contributions to both εa and εc are primarily sensitive 
to the joint density of states. However, the structure for the E׀׀c polarization 
tends to be about one order of magnitude smaller relative to that for the E׀׀a 
polarization, refl ecting the anisotropy in the matrix elements and polarization-
dependent selection rules. Th ese aspects are in good agreement with both op-
tical and electron energy loss measurements on graphite (see [10] and [51], 
respectively). Two-dimensional models have frequently been used to discuss 
the optical properties of graphite, though they are not as useful for treating opti-
cal anisotropy as three-dimensional models [18, 51]. Th e LMTO-ASA method 
including the combined correction terms has also been used for the calculation 
of the frequency-dependent anisotropic dielectric function of graphite,  and a 
comparison with the experimental data showed good agreement [52]. 
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Absorption of electromagnetic waves by graphite. Even though di-
rect measurements of graphite absorption/transmittance are very diffi  cult as 
compared with measurements of refl ection, they have been performed many 
times. Th e range of similar studies is very wide as well. Th e optical absorption 
of graphite was experimentally determined by refl ectance [8, 14] and energy 
loss via Kramers — Kronig [12, 14, 51, 53]. Transmission of infrared radiation 
through ultrathin single-crystal fl akes of graphite was measured, which shows 
peaks near 0.82 eV [54]. 

Th e model of absorption effi  ciency for grains of radius a, small relative to 
the wavelength λ, is defi ned as:

   2
2 2
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l e e
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,   (6.9)

where a and λ are in the same length units. 
Fig. 6.15 shows Q/a for the same four typical temperatures as above. Th e same 

quantity directly derived from data in [41] for each of these temperatures is also 
shown. Again, the agreement between corresponding pairs of curves, in the range 
where they overlap, is excellent, confi rming the consistency of the model [3]. 

In contrast to Q/a, absorbance α of bulk material increasing will be shown 
below (Fig. 6.16) in the same range, as it includes both absorption and refl ec-
tance losses. Overall, the grain effi  ciency scales like λ−2. 

Several measurements were previously performed on essentially graphitic, 
but disordered, materials in the form of more or less fi ne grains [56]. Some of 
them are displayed in Fig. 6.10, for comparison. Th e fi gure also includes glassy 
carbon data derived by [57]; this material can be imagined in the form of rib-
bons of graphite [58]. Also shown are our model α and Q/a for 300 K. Th e latter 
two are seen to bracket all the former.

Th is variety of optical data on essentially the same material is most like-
ly due to the variety of physical structures, ranging from small, pure, isolated 
spheres (described by Q/a) to bulk pure material (described by α). Th e com-
putations of [57] convincingly demonstrated how α varies with intermediate 
structures like continuous distributions of randomly oriented ellipsoids (CDE), 
fractal clusters of ellipsoids (FC), and homogeneous porous aggregates. Th ese 
are accompanied by smaller power indexes, β, as well as absorbance enhance-
ments relative to isolated spheres, with β ranging roughly between 0.6 and 1.25. 
Fig. 6.16 shows a similar variety of absorbances and power indexes, covering a 
signifi cant part of the interval between the curves for α and Q/a, again for es-
sentially the same material, graphite (at the microscopic level) [7].

Th is behavior can be understood by considering the large diff erence between 
Q/a and α, which is small in the UV and increases steadily with λ. It is due to the 
increased shielding of the isolated grain interior from the external fi eld, by the 
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surface charges [43]. As the grains grow larger and/or closer to one another, the 
shielding becomes less and less eff ective due to the interneutralization of adjacent 
surface charges, resulting in increased absorption α. At the sample end of con-
tinuous solid material, there is no shielding at all. Now, the data in Fig. 6.16 were 
obtained not on isolated particles, but on pressed pellets of such particles. One 
cause of the observed behavior of the experimental data may therefore be more or 
less dense packing of the powder particles. Th e quantitative results of the present 
work indicate that small isolated grains of pure graphite are not suitable to model 
the long wavelength spectrum of IS emission for a) its emissivity is too low, b) its β 

Fig. 6.15. Th e absorption 
effi  ciency computed from 
the dielectric functions of 
graphite in the c⊥E ori-
entation for 10, 100, 200, 
and 300 K (the same con-
ventions as in previous 
fi gures). Th e effi  ciency de-
creases with temperature, 
but slightly and beyond λ = 
= 10 μm. Also drawn is the 
curve deduced from the data [59] (purple dots) with its characteristic bump of around 80 
μm. Triangles represent data deduced from [60] and adapted from [56]. Th e particles are 
assumed to be in the Rayleigh limit [3]

Fig. 6.16. Q/a for small 
oriented spheres of HOPG 
(c⊥E; lower, purple line). 
Corresponding absorbance, 
α (upper, black dashed line). 
Bottom-up: α for glassy 
carbon, adapted from [47] 
(cyan line); α for one of 
the lesser evolved coal [59] 
(blue line); α for powder 

graphitic material from electrical discharge in various gases, TH, BE, XY, adapted from 
[60] (green line); α for graphitic powder, adapted from [59] (red line). All spectra were 
measured at room temperature [3]
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is too high in absolute value. However, these results should be of help in updating 
the computed properties of clusters, aggregates, and composite grains [7].

On the other hand, really (microscopically) amorphous carbons have recently 
shown a better potential for modeling IR emission beyond 10—20 μm. Examples 
are HAC or a-C : H amorphous carbons or kerogen/CHONS [3, 60—64]. When 
associated with amorphous silicate, the latter material (β ~ 1.4 [15]) was shown to 
quantitatively fi t, in particular, the DGISM observed by the Planck satellite [7]. 

When discussing the relevance of graphite to FIR astrophysics, one must 
take into account all possible orientations of graphitic dust. Now, the measure-
ment of the dielectric properties of graphite when E||c is much more diffi  cult 
than when E⊥c. Th ence the dearth of results on the former orientation, except 
in DC (see the literature cited in the previous section). Th e consensus is that, 
roughly, the ratio of resistivities in the two orientations is about 100. If this ratio 
is assumed to hold all through the FIR, then the absorption effi  ciency for E||c 
is expected to be 100 times higher than for E⊥c. Th is would bring it to about 
100 cm−1 at λ = 1000 Å (Fig. 6.16), opening up the possibility to contribute to 
the Diff use Galactic FIR continuum [7].

A satisfactory agreement between the level and trends of refl ectances of 
graphites from diff erent metamorphic environments throughout the spectrum 
was found in [65], with the maximum relative diff erence in the most diffi  cult 
conditions in the blue region being approximately 4%. Th ere was not such a 
good agreement between the dispersion curves of derived refraction and ab-
sorption indices for which the maximum relative diff erence is as high as 12% 
in the red region. At 546 nm, the wavelength at which optical data in organic 
petrology are principally reported, relative errors below 1% for all the optical 
parameters were well with other recent estimates and the true constants for 
graphite at this wavelength must lie close to these values. Th e use of semi-
graphites as metamorphic indicators in a scale with graphite as the end-point 
was considered since there are implications on such a scale for the current use 
of natural surfaces for refl ectance measurement [65].  

Graphite lattice vibrations and their spectroscopy. Studies of graphite 
compound lattice vibrations spectra are a fruitful research area because of the 
wealth of microscopic information provided by them. Interpretation of these 
experiments is simplifi ed by the layer structure of these compounds, exhibiting 
very strong intralayer binding and relatively weak interlayer bonding. 

Th e layer structure of these materials allows the separation of the lattice 
modes into in-plane and c-axis modes. Experimental studies have largely fo-
cused on the in-plane lattice modes because the cleavage plane is a c-face, and 
good optical surfaces can be prepared by cleavage. For the case of graphite in-
tercalation compounds, the high symmetry of the graphite lattice is an approxi-
mate symmetry for the larger real space unit cell in intercalation compounds. 
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Th is approximate symmetry gives rise to zone-folding phenomena through 
which certain non-zone-center q-vectors for graphite are mapped into the zone 
center in an intercalation compound, thereby turning on new Raman-active 
modes. Th is zone-folding phenomenon is another reason for the basic graphite 
mode structure to be of great importance for the understanding of intercalation 
compounds. Because of the high optical absorption of graphite, Raman scat-
tering experiments on in-plane modes are conveniently performed on cleaved 
c-faces using a Brewster angle back-scattering geometry. Incident photons are 
typically provided by a CW argon-ion laser, though other excitation sources are 
preferred in certain cases, such as resonant enhancement studies. Th e scattered 
radiation is analyzed by a conventional double grating monochromator. To pre-
vent sample instabilities and intercalant desorption, Raman measurements are 
conveniently made using low laser power (<50 mW) and low temperature (e.g., 
77 K). Encapsulation of Raman and IR samples in ampoules fi tted with suitable 
optical windows is usually necessary for maintaining the stage fi delity of the 
samples during spectroscopic measurements. To excite c-axis modes, light with 
the E-vector along the c-axis is introduced onto an optical a-face, which can be 
prepared by sputtering with argon ions [56, 63].

Raman and inelastic neutron scattering, as well as IR spectroscopy, being 
routine and non-destructive ways of various materials study, provide a good op-
portunity to obtain the detailed bonding structure of graphite and other carbon 
materials [64]. Since Raman spectroscopy is a scattering phenomenon, the change 
in frequency between the incident and scattered neutron or photon is measured 
to determine the frequency of absorbed or emitted photons. Because of the small 
wave vector of the incident and scattered photons, the fi rst-order Raman spec-
troscopy is limited to the observation of lattice modes close to the Brillouin zone 
center, in contrast to the case of inelastic neutron scattering where by using a 
thermal neutron beam, the whole Brillouin zone can be explored. Although fi rst-
order Raman spectroscopy only provides information on phonons at q ≈ 0, in-
formation on the phonon dispersion relations for other points in the Brillouin 
zone can be obtained from second-order spectra, where contributions are made 
by pairs of phonons with wave vectors q and –q. Second-order Raman lines are 
generally broad because many phonon pairs with diff erent energies contribute 
to the line, and the resulting line emphasizes those regions in the Brillouin zone 
having high densities of states. If the graphite lattice contains ordered defects, 
the high symmetry of the graphite lattice is an approximate symmetry for the 
larger real space unit cell. Th is approximate symmetry gives rise to zone-folding 
phenomena through which certain non-zone-center q vectors for graphite are 
mapped into the zone center for the intercalation compound, thereby turning 
on new Raman-active modes. Th at is why the basic graphite mode structure is of 
great importance to the understanding of any other carbon materials.
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A brief summary of the lattice mode structure of pristine graphite and of 
isolated graphite layers is presented below. Pristine graphite crystallizes accord-
ing to the D4

6h space group and has twelve vibrational modes at q = 0. Th ese 
modes have been classifi ed as three acoustic modes (E1u + A2u), three infrared 
active modes (E1u + A2u), four Raman active modes (2E2g), and two silent modes 
(2B1g) (Fig. 6.17) [4, 29].

It should be noted that macroscopic single crystals of graphite do not occur 
in nature. So-called kish graphite, which is oft en referred to as a single crys-
tal, consists of many small crystallites (up to 100×100 μm2) oriented randomly. 
Highly oriented pyrolytic graphite (HOPG) is artifi cially grown graphite with 
an almost perfect alignment perpendicular to the carbon planes [66]. So, that is 
a very important circumstance that has to be taken into account when optical 
properties and, particularly, Raman scattering are discussed. 

Th e frequencies of the in-plane Raman-active E2g mode and the IR active 
E1u mode are well established at ω (E2g) = 1582 ± 1 cm–1 (usually labeled for 
“graphite” as “G”-line) [67, 29] and at ω (E1u) = 1588 ± 2 cm–1 [30, 68]. Because 
of the strong intralayer force constants relative to the interlayer force constants, 
the vibrational frequencies of these modes are nearly the same and are almost 
entirely determined by simple optical displacements of the two inequivalent 
carbon atoms in a single layer plane. Th e small frequency diff erence of ~6 cm–1 
between ω (E2g) and ω (E1u) is associated with interlayer force constants aris-
ing from diff erences with respect to interplanar displacements (Fig. 6.17). Th is 
small frequency diff erence thus provides a measure of the magnitude of these 
interlayer force constants.

Fig. 6.17. Zone-centre optical lattice modes in pristine graphite. For the in-plane modes 
(E1u, E2g1, E2g2), only one of the degenerate pairs of modes is shown. Th e c-axis modes (A2u, 
B1g1, B1g2) are non-degenerate. IR and Raman activity are indicated. Th e zero-frequency 
acoustic modes (E1u, A2u) corresponding to pure translations are not shown [4, 29]
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Th e Raman [68] and inelastic neutron scattering data [69] have allowed 
identifying the caused by interplane vibrations low-frequency E2g1 mode at 48 
and 42 cm–1, respectively, while using IR spectroscopy the out-of-plane A2u 
mode was found near 868 ± 1 cm–1 [30]. Th e silent out-of-plane B1g1 mode at 
128 cm–1 (Fig. 6.17) has been identifi ed on the basis of inelastic neutron scatter-
ing measurements on low frequency (470 cm–1) phonon branches [69]. 

Analysis of the inelastic neutron scattering data for graphite has provided 
phonon dispersion curves for the two lowest frequency phonon branches along 
ΓM (see the Brillouin zone in Fig. 6.18) [69]. Near the M-point, the two lowest 
frequency modes are nearly degenerate at ~466 cm–1 and correspond to z-axis 
displacements. Using the two lowest frequency phonon dispersion curves ob-
tained from these neutron diff raction measurements and the zone center A1u, E1u 
and E2g mode frequencies measured by IR and Raman spectroscopy, a Born-von 
Karman force constant model has been used to yield the phonon dispersion rela-
tions for the higher-lying phonon modes. Th e results obtained on this basis are 
shown in Fig. 6.18 and provide a framework for discussion of the lattice mode 
structure for intercalated graphite [65]. Other models for the phonon dispersion 
relations have also been proposed [69—72] but none of these models is consistent 
with the identifi cation of the A2u zone center mode frequency at 868 cm–1. Since 
the only available experimental information on a frequency above ~500 cm–1 
is the Γ-point mode frequencies for the E2g2, E1u, and A2u modes, the calculated 
dispersion relations for above ~500 cm–1 are more tentative than at the lower 
frequencies where inelastic neutron scattering information along several sym-

Fig. 6.18. Graphite phonon dispersion curves along several high symmetry axes. Th e 
Γ-point symmetries for the graphite structure are indicated [65]
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metry directions in the Brillouin 
zone has been used in obtaining 
the dispersion relations.

Second-order Raman spectra 
for pure graphite have also been 
reported showing a strong feature 
near 2710 cm–1 and two weaker 
features at ~2450 and ~3250 cm–1 

[72, 73]. Observation of the se-
cond-order frequencies higher 
than 2ω(E1u) is of particular sig-
nifi cance. Th is result is consistent 
with the phonon dispersion rela-
tions in Fig. 6.18 (and with other 
proposed models), which show 
that the maximum phonon fre-
quency does not occur at q = 0. 

Since the second-order spectra are associated with phonons of wave vectors q 
and –q, these measurements are sensitive to the phonon density of states. We 
can note from Fig. 6.18 that the highest frequency branch along ΓM shows a 
large density of states near the maximum phonon frequency, thus accounting 
for the frequency of the 3250 cm–1 second-order line [72, 73].

Some patterns of the Raman scattering spectra of various types of carbon 
materials are shown in Fig. 6.19 [74]. 

IR spectroscopy can probe IR-active modes of very small wave vectors 
because the wave vector of incident photons is very small compared with the 
Brillouin zone dimensions. Being sensitive to odd-parity phonon modes, IR 
spectroscopy provides a complementary tool to Raman spectroscopy, which 
is sensitive to even-parity modes. Th is complementarity applies to pristine 
graphite because the inversion symmetry of its crystal structure designates 
each lattice mode by either even or odd parity. Because of the high optical 
absorption of graphite and of intercalated graphite, IR spectra are taken by 
measurements of refl ectivity. To obtain the lattice mode frequencies from the 
measured spectra, an analysis of the spectral lineshape has to be carried out, 
taking into account contributions to the dielectric constant from lattice vibra-
tions oscillators and background caused by free carrier absorption and inter-
band transitions.

Fig. 6.19. Th e typical Raman spectra 
of some carbon materials [74]
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6.1.2. Optical properties of intercalation graphite

Large changes in the relative magnitudes of εcarriers, εinterband, and 
εlattice contributions at IR frequencies occur upon intercalation, providing impor-
tant information on both free-carrier eff ects and the electronic energy of graphitic 
and intercalant levels for each intercalation compound. Although the electronic 
structure of graphite intercalation compounds relates closely to the structures of 
the graphite host and of the intercalant, a number of important diff erences are 
found in the optical properties. Th ese diff erences are described below and clas-
sifi ed under categories of free carrier eff ects, other optical structures, and optical 
anisotropy where the behavior for the polarizations E׀׀c and E⊥c is contrasted. 
Optical measurements on intercalation graphite are normally carried out on sam-
ples prepared from highly oriented pyrolytic graphite (HOPG) because this host 
material yields samples of suitable size and good optical surfaces. Since optical 
measurements on HOPG and single-crystal graphite yield the same optical spec-
tra [28], it is inferred that optical studies on HOPG and on intercalated HOPG 
samples provide information on the electronic and lattice mode structure of in-
trinsic graphite and intercalated graphite, respectively [4].

Interacalation graphite refl ectivity. Intercalation with either donor or ac-
ceptor intercalants results in a large increase in εcarriers and a large decrease in 
εinterband at low frequencies so that the optical transmission exhibits a pronounced 
transmission window associated predominantly with free carrier eff ects. Th e large 
increase in εinterband arises from the large increase in carrier density (by as much as a 
factor of ~800 for C6Li) and is consistent with measurements of the electrical con-
ductivity and Hall coeffi  cient. At the same time, εinterband at low frequencies is much 
smaller in typical graphite intercalation compounds because the Fermi level is 
generally upshift ed above the H-point E3 band extremum in donor compounds 
and down-shift ed below the K-point E3 band extremum in acceptor compounds 
so that the strong interband transitions across the nearly degenerate graphite E3 
bands are suppressed. Th erefore, for almost all of the graphite intercalation com-
pounds studied, the optical refl ectivity exhibits the characteristic Drude edge 
at the plasma frequency ωp, and the optical transmission is characterized by a 
transmission window near ωp, typical of metallic free carrier absorption. Fig. 6.20 
illustrates for alkali metal compounds with Rb that the refl ectivity is high for 
ω < ωp, and a sharp edge and a low minimum refl ectivity were found for ω ≈ ωp [75]. 
In some cases, εinterband makes an important contribution to the dielectric constant 
and shift s the plasma edge toward the interband frequency.

One of the fi rst works on the optical properties of graphite intercalation 
compounds was carried out by [76], where the transmission window associ-
ated with the free carrier absorption process was examined. It was noted that 
intercalation signifi cantly increased εcarriers, raised EF for donor compounds, and 
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lowered EF for acceptor compounds. 
Th e results obtained for the photon 
energy corresponding to maximum 
transmission are given in Table 6.1 for 
a number of donor and acceptor com-
pounds. Th en, the free carrier contribu-
tion to ε was studied by the refl ectivity 
technique, and the results obtained by 

diff erent researchers for the refl ectivity minima for a number of donor and ac-
ceptor compounds are also given in Table 6.1. Except for the case of low stage 
compounds, the behavior of the refl ectivity and transmission measurements can 
be modeled approximately by a single carrier Drude model where the plasma 
frequency for the polarization E׀׀a is given by:
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where mopt;a and σopt;a are the in-plane optical eff ective mass and the real part of the 
complex optical conductivity, respectively; τ is the relaxation time, N is the car-
rier density, and εcore,a is the in-plane core dielectric constant. A similar expression 
can be written for the plasma frequency for the polarization E׀׀c by transcription 
of all subscripts a → c. Th e quantities ωp, εcore, and τ are found from a fi t to the 
lineshape of the plasma edge structure. If interband eff ects can be neglected, the 
refl ectivity minimum and the transmission maximum occur near ωp. 

Th e plasma frequency is upshift ed with increasing intercalant concentration or 
decreasing stage, in accordance with (6.10), as illustrated in Fig. 6.20 for graphite-Rb 
for 1 < n < 3 [75] and for graphite-SbCl5 for stages 2 < n < 5 [82] (Fig. 6.21). As was 
found, similar ωp values are achieved for compounds of the same stage index for ac-
ceptor compounds with the intercalants AsF5, SbF5 and HNO3 (Table 6.1). Like for the 
donors K, Rb and Cs, similar refl ectivity curves are obtained for compounds of the 
same stage index. We will further note that for both donor and acceptor compounds 
the absolute magnitude for the refl ectivity in the region ω << ωp increases with de-
creasing stage, while the refl ectivity minimum decreases with decreasing stage. For 
some compounds (e.g., C6Li), the low frequency refl ectivity approaches 100%.

A comparison of the refl ectivity data for donors and acceptors shows that 
ωp for donor compounds occurs at higher frequencies than for acceptor com-
pounds of the same stage. E.g., if ωp for donors is twice greater than for acceptors, 

Fig. 6.20. Refl ecance data for stage 1, 2 and 3 
graphite-Rb donor compounds. Th e data ex-
hibit a metallic-type plasma edge [75]
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Table 6.1. Refl ectivity minima and transmission maxima associated 
with free carrier eff ects in various donor and acceptor compounds [76]

Inter-
calant Stage

Frequency 
(in eV) of refl ecti-
vity minima (m) 
and transmission 

maxima (M)a

Authors Inter-
calant Stage

Frequency 
(in eV) of refl ecti-
vity minima (m) 
and transmission 

maxima (M)a

Authors

K 1 2.65 (m) [62] SbF5 1 1.8 (m) [81]
2 1.8 (m) 2 1.4 (m)

Rb 1 2.62 (m) [75] 3  1.18 (m)
2 1.72 (m) 4 1.13 (m)
3 1.44 (m) SbCl5w 2 1.12 (m) [80]

Cs 1 2.64 (M) [76] 2 1.27 (m) [82]
2 1.77 (M) 3 1.16 (m)
4 1.27 (M) 4 1.14 (m)
1 2.00 (m) [77] HNO3 1 1.61 (m) [83]
2 1.25 (m) 2 1.29 (m)
3 1.11 (m) 3 1.10 (m)

Li 1 2.8 (m) [78] Br2 2 1.06 (M) [76]
2 1.68 (m) 2 1.02 (M) [80]

Ba 1      >3.4 (m) [79] ICl 2 1.10 (m) [80]
AsF5 1 1.77 *(m) [5]

[80]
FeCl3 1 1.09 (M) [76]

2 1.40 *(m) 1 1.22 (m) [84]
3 1.33 (m) H2SO4 1 1.85 (M) [76]
4 1.22 (m) 2 1.29 (M)

AlCl3 1 1.51 (M) [76]
2 1.10 (M)

a Th e refl ectivity minima and transmission maxima correspond approximately to the 
screened plasma frequency ωp.

this can suggest that the carrier density for donors is greater by a factor of ~4. 
Th is observation is consistent with a signifi cantly higher carrier generation per 
intercalant (f) for donors than for acceptors. Th e relatively weak dependence of 
the refl ectivity minima on the stage for certain acceptor compounds (such as 
graphite-SbCl5 in Fig. 6.21) suggests that interband eff ects may contribute sig-
nifi cantly to the dielectric constant and may result in shift s of the plasma edge. 

Other acceptor compounds, however, such as graphite-AsF5, do show sig-
nifi cant stage dependence of the plasma edge [5]. Because of the multiple Fermi 
surface pieces which are present in graphite intercalation compounds, as sug-
gested by studies of quantum oscillatory phenomena, a quantitative model for 
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the optical refl ectivity should include free carrier contributions from multiple 
carrier pockets, as well as contributions from interband transitions. To obtain 
consistency between σopt and σdc, it was necessary to introduce more than one 
carrier type, at least for stage 1 and 2 alkali metal donor compounds [85].

As optical measurements are extended to cover a wider frequency range, it 
will become increasingly important to include the εinterband contribution when in-
terpreting optical measurements. A simplifi ed method for including interband 
contributions involves the use of an oscillator fi t to refl ectivity data, and the 
solid curves in Fig. 6.21 represent such a fi t to the experimental data.

Th e plasma frequency ωp,c for the polarization E׀׀c is much lower than ωp,a, 
consistent with the much lower conductivity, σopt,c << σopt,a.

Fig. 6.22. Progression of 1/R · d (lnR/dE) spectra during HNO3 intercalation as the sample 
goes from stage 1 (i.e. graphite) to stage 2. Th e transitions labeled A and B are characteristic 
for pure graphite and sensitive to EF [86]

Fig. 6.21. Refl ectance data for graphite-SbCl5 acceptor compounds of various stages. With 
decreasing stage index, the plasma edge becomes more pronounced but does not shift  much 
in frequency. An additional stage-dependent structure is found below the plasma edge and 
identifi ed with intervalence band transitions. A simple model of Lorentzian oscillators (dots) 
is used to fi t the experimental data (lines) [82]
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IR-modulated refl ectivity studies exhibited a doublet structure in the vicin-
ity of 0.8 eV in dilute donor and acceptor compounds (corresponding to stages 
n ≥ 4) (Fig. 6.22) [86]. Th e similarity of this structure to the doublet structure 
observed in pristine graphite in the same photon energy range provides further 
strong evidence that the electronic structure of intercalated graphite is graphitic 
in nature [11, 33]. A lineshape analysis of such data on pristine graphite could 
yield valuable information on the weak stage dependence of the transition en-
ergies, or of the band parameter γ1, denoting the nearest-neighbor interlayer 
overlap energy [35, 87]. It is also signifi cant that the doublet structure is more 
pronounced for intercalation graphite than for pristine graphite, and this was 
attributed to a large decrease in ε2,a, the imaginary part of the in-plane dielectric 
constant, with intercalation, even for as dilute a compound as stage 9 graphite-
HNO2 [86].

Such a large decrease in the interband contributions to ε2,a would result from 
the downshift  of the Fermi level below the K-point extremum for acceptors and 
the upshift  above the H-point extremum for donors. When the Fermi level is 
within the band overlap region, the threshold for interband transitions is the 
spin-orbit energy of 2.2 × 10–4 eV, so very-low-frequency transitions dominate 
ε2,a because of the (1/ω3) dependence of ε2. As the Fermi level passes out of the 
band overlap region, the threshold for interband transitions increases, and the 
contribution of transitions between E3 bands to ε2,a decreases correspondingly. 
Th e absence of a doublet structure for n ≤ 3 acceptors suggests that the observed 
phenomenon is associated with the overlap energy between atoms on two adja-
cent graphite interior layers. Th is interpretation is, however, at variance with the 
observation of the doublet structure in stage 3 donor compounds [86].

It should be noted that there have been performed no detailed calculations 
of the optical properties of graphite intercalation compounds. A model for the 
interband contribution to the dielectric constant for acceptor compounds has, 
however, been proposed on the basis of the calculation of electronic levels for 
a single sheet of graphite [80]. Th e overlap with neighboring planes was es-
timated from SWMcC band parameters, and the complex in-plane dielectric 
function ε(ω) with both interband and free carrier contributions was calculated 
and compared with the experiment for stage 1 and 2 acceptor compounds. Th is 
model gives an improved fi t to the refl ectivity data relative to a simple Drude fi t 
and has been applied to several compounds as indicated in Table 6.1.

Some optical studies of intercalated graphite have been carried out for pho-
ton energies above the plasma edge where dominant interband transitions are 
observed in pristine graphite. Th e refl ectivity and thermorefl ectivity were mea-
sured with a graphite-HNO3 sample of stage 3 [88]. Th ey showed the dominant 
M-point π-band transition, which exhibits a refl ectivity peak at 4.90 eV in pris-
tine graphite, to be almost unaff ected by intercalation, having a peak refl ectivity 



356

CHAPTER 6. Optical properties of carbon materials

at 5.15 eV and structure in the thermorefl ectivity peaking at 4.85 eV in stage 
3 graphite-HNO3. A broad semi-transparent behavior in the frequency range 
between 2 and 4 eV was also reported for this compound [88].

Optical refl ectivity measurements in the visible and near UV ranges have 
also been reported [77]. Th ey were made on stages n = 1, 2, 3 graphite-Cs com-
pounds, and their refl ectivity spectra exhibit peaks associated with the domi-
nant M-point π-band transitions in graphite, but downshift ed by ~0.2 eV in 
C36Cs, and by ~0.3 eV in C24Cs. Th e authors also reported the absence of such 
a transition in the stage 1 compound, which is surprising in comparison with 
the energy loss results for C8K which show an energy loss peak at 3.8 eV, as dis-
cussed in [89]. However, it would be premature to conclude that the behavior of 
the dominant graphite π -band transition in C8Cs is signifi cantly diff erent from 
that in C8K.

 Th e study of the optical refl ectivity anisotropy has been carried out on 
a-faces for graphite and for intercalated graphite [10, 30, 38, 62]. Th e theoreti-
cal considerations suggest that for donor compounds a decrease in the opti-
cal anisotropy of the eff ective mass components should result in a decrease in 
the optical anisotropy and likewise a decrease in the electrical anisotropy. On 
the other hand, in the case of acceptor intercalation compounds where interca-
lation increases the electrical anisotropy and the materials become more two 
dimensional, the optical anisotropy should increase as well. Highly oriented 
pyrolytic graphite (HOPG) shows a high optical anisotropy with high transmis-
sion for E׀׀c, but high refl ection for E׀׀a. Far-infrared polarizers based on this 
high anisotropy have in fact been built [90]. An increase in optical anisotropy 
through intercalation could perhaps result in practical device applications. Op-
tical refl ectivity experiments have been performed on a-face samples of C8K and 
C8Cs that were mechanically polished and sputter-etched prior to intercalation 
[49, 62]. Some preliminary measurements were also made on stage 2 samples 
of graphite-K. Th e results for stage 1 donor compounds exhibited Drude-like 
metallic refl ectivity for both polarizations E׀׀a and E׀׀c. Th e refl ectivity curve 
for the E׀׀a polarization on the a-face” sample has a Drude edge similar to that 
for the c-face sample with regard to the refl ectivity minimum, but a lower re-
fl ectivity than that for the c-face sample below 2 eV. Th e Drude edge for the E׀׀c 
polarization is, however, shift ed to lower energies, consistent with the lower 
electrical conductivity for E׀׀c and the larger eff ective mass component mzz rela-
tive to mxx. Th e results of the analysis yield an eff ective mass anisotropy for 3D 
carriers of mzz = mxx ~8 for C8K [62], which is to be compared with the mass 
anisotropy ratio of ~102 for pristine graphite. It was concluded that the highly 
anisotropic 2D carriers located about the HKH axis make the dominant con-
tribution to the in-plane electrical conductivity, while more spherical 3D car-
riers dominate the c-axis conductivity. Th is analysis also gave rough agreement 
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between the anisotropy ratio measured in the conductivity and inferred for the 
optical conductivity from the refl ectivity data. Refl ectivity measurements with 
E׀׀c for a stage 2 graphite-K sample did not reveal a metallic plasma edge above 
0.5 eV, suggesting a larger mass anisotropy and a much higher electrical anisot-
ropy in C24K relative to C8K [62]. On the basis of optical anisotropy measure-
ments, these authors also concluded that the concentration of 3D carriers is 
signifi cantly reduced in C24K relative to C8K. Further work using both the opti-
cal refl ectivity and the electron energy loss technique is needed to elucidate the 
optical anisotropy of graphite intercalation compounds and to relate such data 
to c-axis conductivity measurements on the same materials [4].

Intercalation graphite Raman scattering. Some information on transitions 
between graphitic and intercalant levels has been provided for the graphite-bro-
mine system through the resonant Raman enhancement of intercalant vibrational 
modes for laser excitation energies close to the electronic transition energies [74]. 

Th e Raman spectra for graphite intercalation compounds with stage n > 2 
characteristically exhibit a doublet structure at frequencies close to the singlet 
E2g2 peak found in pristine graphite [64, 91—93]. A similar doublet structure 
with a frequency separation of ~20 cm–1 is found for n > 2 for all intercalants 
studied, including the acceptors Br2, IBr and ICl [91], FeCl3 [94], AlCl3 [95], 
SbCl5 [96], and the donors K, Rb and Cs [92, 93, 97, 98].

Th e lower frequency component is attributed to the E2g2 carbon atom vi-
brations in interior graphite layer planes, and the lattice mode associated with 
these layers is denoted by E0

2g2. Th is identifi cation is supported by the proximity 
of the E0

2g2 mode to the E2g2 mode of pristine graphite, by the decrease in inten-
sity of the E0

2g2 with decreasing stage (increasing intercalant concentation) and 
by the vanishing of the E0

2g2 line in stage 1 and stage 2 compounds, where there 
are no graphite interior layers [64, 92]. It is also signifi cant that for n ≥ 2 the 
lineshapes are Lorentzian and the linewidth of the E0

2g2 component is not sensi-
tive to intercalant concentration. Th is result suggests that all interior graphite 
layers have approximately the same set of in-plane force constants. Delocalized 
charge density introduced by the intercalant into the interior graphitic layers is 
consistent with the Raman result for E0

2g2.
Th e upper-frequency component of the doublet structure is identifi ed with 

an E2g2-type graphitic mode occurring in a bounding graphite layer, and this 
mode is denoted by Ê2g2. Support for this identifi cation comes from the absence 
of the Ê2g2 line in pristine graphite, the increase of its intensity with increasing 
intercalant concentration, and the occurrence of a single Ê2g2 line in stage 1 and 
stage 2 compounds where all graphite layers are bounding layers. Th e upshift  in 
the frequency of the Ê2g2 mode relative to the E0

2g2 mode is due to the diff erence 
in force constants arising from the diff erent environments of the carbon atoms in 
graphite bounding and interior layers. Th e dependence of the relative intensities 
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of the E0
2g2 and Ê2g2 modes on the reciprocal stage indicates that a single bounding 

layer on either side of the intercalant layer eff ectively screens the intercalant layer 
from graphite interior layers. Th is behavior is also supported by the z-dependence 
of the charge distribution calculated on the basis of the Th omas — Fermi model, 
yielding a high charge density in graphite bounding layers and a rapid decrease in 
charge density with distance from the intercalant layer [99].

Th e frequencies for the E0
2g2 and Ê2g2 modes also exhibit a distinctive depen-

dence on the reciprocal stage. For acceptor compounds such as with intercal-
ants FeCl3, AlCl3, Br2, AsF5, SbCl5, and HNO3, both mode frequencies ω(E0

2g2) 
and ω(Ê2g2) exhibit approximately the same frequency upshift  as a function of 
the reciprocal stage (1/n). A similar stage-dependent upshift  of the two modes 
gives rise to a doublet separation of 22 ± 2 cm–1 for these acceptor compounds. 

In contrast, donor alkali metal compounds exhibit a downshift  in these mode 
frequencies with increasing reciprocal stages [93, 98, 100]. Th is mode soft ening 
is consistent with in-plane lattice expansion with increasing (1/n) [101]. Th e stiff -
ening of these lattice modes in acceptor compounds and their soft ening in do-
nor compounds were attributed to lattice strain associated with stage-dependent 
changes in the lattice parameters [94]. For the case of graphite-FeCl3 compounds, 
the constancy of the linewidth for the E2g2 interior layer mode as a function of in-
tercalant concentration and the identical frequency upshift  for both interior and 
bounding Raman modes were interpreted in terms of an identical strain within 
both the bounding and interior graphite layers for a given compound, a condi-
tion also necessary to prevent sample fracture upon intercalation [94]. Th e strain 
increases as the number of interior graphite layers decreases, consistent with the 
idea that the stress introduced by intercalation is shared by fewer layers as the 
stage index n decreases. Th ese Raman studies indicate that the acceptor com-
pounds should experience an inplane lattice contraction in the graphite layers 
as a function of (1/n). Th us, the addition of electron charge density expands the 
lattice while its removal results in lattice contraction.

A strong dependence of the relative intensities of the E0
2g2 and Ê2g2 components 

on intercalant concentration is also observed. Increasing the intercalant concen-
tration causes the intensity of the lower frequency component to decrease and the 
intensity of the upper-frequency component to increase. In this connection, it is 
of interest to note that for stage 4 where the numbers of graphite bounding and 
interior layers are equal, the two peaks have approximately equal intensity.

It is signifi cant that there are qualitative diff erences observed between the 
Raman spectra for stage 1 alkali metal compounds and stage 1 acceptor com-
pounds such as with the intercalants FeCl3, AlCl3 [95], AsF5, HNO3, and SbCl5 
[102]. Th is diff erence in behavior has been attributed to the greater coupling be-
tween intercalant and graphite layer planes in donor compounds as compared 
with acceptor compounds [103]. Th e strong coupling was further documented 
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by the values of the Breit-Wigner parameters for the asymmetric broad lines 
near 1500 cm–1 for C8K, C8Rb, and C8Cs [97].

In addition to the high-frequency modes identifi ed with graphite layer vi-
brations, lattice modes at lower frequencies are also observed and are identifi ed 
with the intercalant layer, because the reported spectra are diff erent for each 
intercalant, e.g., Br2 [91, 104], IBr, ICl [91], and FeCl3 [105]. 

A detailed study of the Raman spectra for the intercalant modes may pro-
vide a useful tool for the study of order-disorder transformations in molecular 
intercalation compounds. In this connection, it is of interest to note that struc-
ture in the low-frequency range was found for the intercalants AsF5, HNO3, and 
SbCl5 [102], but via careful study of diff erent spectra, the authors could show 
that the low-0frequency Raman lines were due to the ampoule gas in the case of 
HNO3 and AsF5, and to the surface deposit in the case of SbCl5. 

Raman scattering has also been applied to the study of adsorbed molecules 
on graphite surfaces for vapor pressures below the threshold for intercalation. 
For Br2 adsorbed on graphite surfaces, surface-specifi c Raman modes have been 
reported with frequencies intermediate between 242 cm–1 for the intercalant Br2 
mode and 300 cm–1 for solid Br2 [106].

Infrared absorption spectroscopy of intercalation graphite. Intercalation 
introduces a change in symmetry so that intercalation compounds have only 
approximate inversion symmetry. Nevertheless, it is found experimentally that 
the parity selection rules are preserved upon intercalation so that IR spectros-
copy only excites modes that are odd in the graphite host and likewise Raman 
spectroscopy only excites modes derived from even-parity graphite modes. Th is 
preservation of approximate inversion symmetry indicates that the coupling 
between graphite and intercalant layers is weak and that inversion symmetry 
should be used to model the phonon modes of intercalated graphite.

Because of the high infrared absorption of graphite intercalation compounds 
associated with the electronic structure, infrared studies are carried out on refl ec-
tion. To obtain information on the lattice modes, the lattice contribution to the 
dielectric constant must be determined from the measured refl ectively. Th ere-
fore, interpretation of the IR lattice refl ectivity spectra requires a lineshape analy-
sis to separate the lattice mode contributions εlattice to the dielectric constant from 
the other contributions including εcarriers due to free carriers and εinterband due to 
interband transitions. In carrying out the lineshape analysis, εlattice is modeled by 
a set of oscillators. As described below, infrared structures associated with gra-
phitic lattice modes exhibit both similarities and diff erences according to wheth-
er the intercalant is a donor or an acceptor. Th ere are some traces in the spectra 
for a graphite-FeCl3 system with stages n = 2, 4, 6, and 11 in the frequency range 
1500 < ω< 1700 cm–1. Th e striking diff erence in lineshape between the trace for 
graphite (labeled HOPG), for stage 11 compound, and for the lower stage compounds 



360

CHAPTER 6. Optical properties of carbon materials

n ≤ 6 is due to the increasing εcarriers with 
decreasing stage and the relatively smaller 
contribution of εinterband when the Fermi 
level falls below the K-point E3 band ex-
tremum for acceptor compounds [25]. 
Th e results of lineshape calculation of 
lattice mode frequencies, linewidths, and 
oscillator strengths are given in Fig. 6.23 
by the solid curves and yield one IR-active 
mode for stage 2 and two IR-active modes 
for stages n ≥ 3. It should be noted that 
although cursory inspection of the data 

suggests a single IR-active mode, analysis of the observed lineshape requires the 
superposition of two unresolved Lorentzian infrared structures [94].

Analysis of the dependence of the mode frequencies and oscillator strengths 
on the reciprocal stage (1/n) yields the identifi cation of the observed structures 
with graphite interior layers (E0

1u) and graphite bounding layers (Ê1u). Th e mode 
for which the peak frequency and oscillator strength versus (1/n) extrapolate to 
the graphite values as 1/n → 0 is identifi ed with the graphite interior layers. Th is 
mode is not found for the stage 2 compound either, which is consistent with the 
interpretation. Th e frequency for the other dominant mode versus (1/n) does 
not extrapolate to the E1u graphite mode and furthermore exhibits the oscillator 
strength with a weak dependence on (1/n). Th is mode is therefore identifi ed 
with the graphite bonding layers since the environment of carbon atoms on the 
graphite bonding layer is similar for stages n ≥ 3.

Th e IR spectra observed for other acceptor compounds, such as AlCl3, Br2, 
IBr, and ICl, are qualitatively similar to the results obtained for the FeCl3 sys-
tem. For all acceptor intercalants, a general increase in oscillator strength with 
increasing intercalant concentration is observed and this eff ect can be inter-
preted in terms of physics on the basis of the following argument. Since the 
intercalation process introduces a charge density gradient in the c-direction [99, 
107], the dipole associated with the E1u mode is enhanced. Since the gradient 
in charge density is the largest near the graphite bonding layer, the Ê 1u mode is 
expected to have a greater oscillator strength than the interior layer E0

1u mode, 
in agreement with observations. Furthermore, since the gradient in charge 

Fig. 6.23. Room temperature IR refl ection 
spectra for stage n = 2, 4, 6, and 11 graphite-
ferric chloride compounds and for pristine 
graphite (HOPG) [94]. Th e fi t of the line-
shape analysis to the experimental data is 
given as solid curves. 
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density near the graphite bonding layer is only weakly dependent on stage for 
n ≥ 3, the oscillator strength for this mode is expected to be approximately in-
dependent of stage, also in agreement with observations. Th e IR-active mode 
for n = 2 involves carbon atom vibrations on two neighboring bonding layers, 
which is a diff erent arrangement than that which occurs in higher-stage com-
pounds. No IR-active modes were found for either acceptor or donor stage 1 
compounds, in agreement with group theoretical considerations, which predict 
that a single graphite layer cannot give rise to odd-parity modes. As in the case 
of Raman-active modes in acceptor compounds, the IR-active modes for ac-
ceptor intercalants upshift  as a function of the reciprocal stage (1/n), and for 
the graphite-FeCl3 system the upshift s of all Raman-active and IR-active modes 
exhibit similar (1/n) dependence [108]. Th ough other acceptor compounds also 
exhibit a general frequency upshift  of the IR-active modes, the behavior does 
not appear to be as simple as for graphite-FeCl3 [109]. Th is frequency upshift  
as a function of (1/n) was attributed to a strain mechanism, implying in-plane 
lattice contraction for acceptor compounds.

Th e IR oscillator strength yields the dipole moment for the E1u mode and in 
turn the dynamic eff ective charge associated with that mode. Since the graphite 
bounding and interior layer modes occur at diff erent frequencies, the dynamic 
eff ective charges associated with each mode can be determined independently. 
Analysis of IR spectra for donor and acceptor compounds indicates that a more 
dynamic eff ective charge is associated with all E1u modes for donor compounds 
than for acceptor compounds of the same stage. Further analysis shows that a 
relatively more eff ective charge resides in the graphite interior layers for donor 
compounds than for acceptor compounds of the same stage, in agreement with 
the interpretation of magnetorefl ection and electrical conductivity results in [109] 
and [110], respectively. Th e relation between the dynamic eff ective charge and the 
charge available for electrical transport, however, requires further elucidation.

6.1.3. Optical properties 
of amorphous carbon materials

Refl ection and absorption of light by amorphous graphitic car-
bon materials. Th e optical properties of amorphous carbons similar to most other 
physical properties vary with the material composition and they are similar to those 
of glassy graphite. Strong refl ectivity (dropping from ~100%) in the IR range light, 
weaker refl ectance (less than 20%) in the visible range followed by a sharp drop for 
UV range (~200 nm) are the main features of amorphous carbons [111—113]. 

Th e optical properties of amorphous carbon are oft en related to the hydrogen 
concentration in the carbon fi lm and its transparency decreases with increasing 
hydrogen content. Th e refraction index is also aff ected by the hydrogen content 
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and increases with decreasing concen-
tration of bound hydrogen [114]. De-
fects in amorphous carbon fi lms are of 
interest because they are likely to aff ect 
the electronic and optical properties of 
the material [115]. When the spin den-
sity increases, e.g., the optical bandgap 
decreases. It depends on the confi gura-
tion of the sp2 sites, which tend to clus-
ter. As the cluster size increases, the gap 
decreases. For a wide variety of fi lms de-
posited near room temperature, optical 

bandgap varies with sp2 content in the range of 3.0—2.5 eV. Th e change in the 
optical gap is associated with the change in sp2 content [116]. Mentioned proper-
ties will be described in detail below. In contrast to crystal materials, amorphous 
carbons are a class of materials with a wide range of optical and dielectric prop-
erties due to a structure formed by atoms with diff erent degrees of electron 
hybridization and aff ected by diff erent kinds of disorder and due to properties 
tightly correlated with the fi lm synthesis conditions. Consequently, accurate 
knowledge of carbonaceous matrix properties is of considerable importance for 
designing carbon-based nanocomposites with specifi c performances [117]. 

Generally, optical absorption evaluation of amorphous insulators and semi-
conductors requires parametrization of the photon energy dependence of the 
optical constants (refractive index, extinction coeffi  cient, dielectric function). 
Several models have been developed to describe the electronic transition pa-
rameters such as the bandgap, the energy of peak transition, and the transition 
lifetime. Th ese models, namely the Tauc [118], Tauc — Lorentz (TL) [119], and 
Forouhi — Bloomer (FB) [120] models, are of wide use. Th ey have been applied 
to amorphous carbon fi lms too and some studies were made to check their va-
lidity in the case of this particular class of materials [121, 122].

Th e dielectric permittivity ε2 spectra of some carbon forms are shown in 
Fig. 6.24 [74, 123].

Th e ε2 spectra of graphite and a-C:H show two peaks, one around 4 eV caused 
by π excitation and one around 13 eV caused by Ϭ excitations. Th e ta-C shows 
evidence of its high sp3 fraction, as it has only one main peak at 9 eV due to Ϭ 
excitations [74, 123, 124]. Th ere is also a weak shoulder at 6 eV related to π excita-
tions. Th e position of the Ϭ peak for ta-C depends sensitively on the refraction 
index used in the Kramers — Kronig analysis if the spectrum is derived from 

Fig. 6.24. Th e ε2 part of the dielectric permit-
tivity of some carbon forms [108, 123]
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energy loss. Th e ε2 spectrum of graphite shows divergence at zero energy (metal 
property). Th e ε2 spectra of other carbons are zero below their bandgaps. 

Th e transition to the Ϭ and π states shows two relatively separate contribu-
tions in the ε2 spectra of carbons with sp2 sites [125, 126]. Th is is related to the 
fact that the Ϭ → π* and π → Ϭ* transitions are weak for planar sp2 sites, so the Ϭ 
and π excitations are eff ectively deoccupied in the optical spectra. Th e separa-
tions were further shown by calculating the eff ective number of electrons, Neff , 
participating in the spectrum up to a given energy E:
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Th us, Neff  of graphite showed a plateau at 8 eV, which marks the separation 
of the Ϭ and π excitations. Th e optical properties of materials really are much re-
lated to their electronic energy bandgap. We have seen above (Chapter 1) that the 
bandgap of amorphous carbons is determined by the confi guration of the π states 
on sp2 sites, and if the cluster model is used, the cluster bandgap is given as [127]:
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where γ is the nearest neighbor V(ppπ) interaction and M is the number of 
six-fold rings in the cluster. M can be related to the cluster diameter or in-plane 
correlation length La as M ≈ (La)2, so 
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Th e cluster model overestimates the cluster sizes. Really, the bandgap is 
controlled by the cluster distortions. Today, it is not possible to present a simple 
formula for the gap, similar to (6.12), but it was found that the bandgap increas-
es with sp2 content decreasing (Fig. 6.25) [128, 129]. Th e hydrogen presence af-
fects little as the C-H states lie well away from the bandgap region [74].

If material is amorphous, there is no true gap; an arbitrary defi nition must be 
used for the optical gap. Two most common experimental ways are: the Eo4 gap 
defi ned as the energy at which the optical absorption coeffi  cient α is 10–4 cm–1, and 
the so-called Tauc gap defi ned as the intercept Eg found from plotting [74, 118]:

    2( )gE B E Ea = - .    (6.14)

Th e dependences of the experimental Tauc gap values on the sp2 fraction are 
shown for some carbons in Fig. 6.26. It is easy to see similarities between experi-
mental and calculated dependences 0shown in Fig. 6.25. Th e bandgap increases 
with decreasing sp2 fraction lowers.
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A simple model was proposed for the above-mentioned relation in [136—
140]. A gap increasing with sp2 fraction decreasing (Fig. 6.26) leads to a decrease 
in the width of the π and π* bands, with a constant π — π* separation. Of course, 
the gap does not depend on the confi guration of sp2 sites, which need not vary 
just with the sp3 content. Th us, the gap does not vary with the sp2 content in every 
situation, such as annealing, or high-temperature deposition. Besides, the range 
of the cluster sizes determines the shape and length of the absorption tail, not a 
sharp bandgap, and this statement coincides with experimental results [74].

Th ese optical absorption spectra show a long tail for all forms of amor-
phous carbons. Th e edge can be analyzed in various ways. It was found that it 
fi ts the Gaussian model [126, 136—140]. 

Another way to analyze the absorption edge is to fi t it with exponential slope 
and following extraction of the so-called Urbach energy E0. Despite some inac-
curacy of absorption edge fi tting to exponential slope, E0 is oft en used as a stan-
dard measure of electronic disorder in amorphous materials. Th us, it is clear that 
a-C:H has a large disorder if compare with a-SiC:H, as the Urbach energy E0 of 
a-Si:H is about 55 meV, whereas that of a-C:H never falls below 150 meV [74].

Th e general layout of gap states in ta-C:H and a-C:H shows an exponential 
distribution of tail states and some defect states around the gap center (Fig. 6.27). 
Conductivity data for a-C:H suggest that EF lies nearer the valence band [141]. 

Scanning tunneling microscopy data found that the slope of the valence 
band tail is sharper than that of the conduction band tail [142]. Th e slope of the 
valence band tail was also analyzed and compared to Urbach energy E0 of the 
same sample (Fig. 6.28) [143]. Th e Urbach energy roughly equals the larger of 
the tails. Th e valence band slope energy Evo is less than the Urbach energy E0. 
Th is means that the conduction band tail is the wider tail. It is easy to see that 

Fig. 6.25. Variation of the bandgap with sp2 fraction [81, 140]
Fig. 6.26. Dependences of the Tauc gap experimental values versus sp2 fraction for a-C:H 
[130—133], ta-C:H [134], and ta-C [135]
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Fig. 6.27. Th e DOS scheme in a-C: exponential tail states, optical gap, defect states, and 
demarcation levels [74]
Fig. 6.28. Urbach energy evaluated from the optical edge and the valence tail energy 
evaluated from the photoemission data for a-C:H [74]

the valence tail is narrower than the optical edge and thus the conduction edge 
in a-C:H. Th us, ta-C and ta-C:H are predominantly hole conductors [170].

Another way to estimate disorder in amorphous materials is to determine 
bond angle distortion [74]. For a-Si, the width of the main Raman TO lines was 
found to be proportional to the bond angle distortion [144]. Raman G mode is 
equivalent to that in a-C. Th e Raman G line width was found to vary linearly 
with the compressive stress in as-deposited fi lms, and so it is proportional to the 
bond angle distortion. Really, variation of the Urbach energy and the Raman G 
line width increases together for small optical gaps [119]. 

It should be noted that the Urbach energy and the Raman G line width are 
diff erent measures of disorder. Th e G line width is a measure of homogeneous 
disorder and bond angle distortion within the network. Th e Urbach energy is 
a measure of an inhomogeneous disorder in the two-phase network, as it mea-
sures the range of the sp2 cluster sizes [74].

It is known that the optical absorption and radiation transitions are vertical 
in real space in the Condon approximation. Th is rule is related to the need for 
the initial and fi nal electron-vibrational states to overlap and means that elec-
tronic coordinates do not change upon optical transition. In amorphous materi-
als, the need for overlap between initial and fi nal states means that the following 
optical transitions are only allowed: extended → extended; localized → extended; 
and extended → localized, while localized → localized transitions are forbidden. 
Th is follows from the fact that initial and fi nal states are usually localized in dif-
ferent parts of the space. On the other hand, when there are strong asymmetric 
fl uctuations as in a-C, then localized → localized transitions are also allowed, as 
the initial and fi nal states can be localized in the same π cluster [74].
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Raman spectroscopy of amorphous disordered graphite. Disordered 
graphite has a second mode near 1350 cm–1 of A1g symmetry labeled as “D”. It is 
worth noting that the D mode is forbidden in ideal graphite, but disorder causes 
its appearance due to breathing vibrations of rings at K point of zone boundary 
[65, 74]. It is also important that two G and D modes of graphite dominate in 
the Raman spectra of most disordered carbons even when the carbons do not 
have particular graphitic ordering [145] (Fig. 6.19, f.e.). Let’s point in detail the 
mentioned question. 

For graphitic amorphous carbons (carbon materials where sp2‐hybridized 
carbon dominates) the two main Raman peaks, G and D, are always present. 
In similarity with glassy carbons, the observed Raman peaks for other amor-
phous carbons also have signifi cantly broadened peaks compared to graphite. 
Th is peak broadening is a measure of disordering in graphitic material, espe-
cially the D-peak width. For highly disordered amorphous carbon, the peak 
broadening is large enough so that the two main peaks, G and D, can be su-
perposed. In addition, shift s both of G‐ and D‐peak positions are observed for 
amorphous carbons. Th e position of these peaks also depends on the excitation 
wavelength. Th is is in contrast to the observations for pure graphite and glassy 
carbon, where only the D‐peak is dispersive as stated in [146, 147]. Th e reason 
is that for small graphitic clusters, the electronic and vibrational properties are 
infl uenced because the delocalized π‐electron goes to a more localized charac-
ter of the electron cloud [146]. Th e sp2 clusters of diff erent sizes, therefore, have 
diff erent electronic and vibrational properties, and therefore they are selectively 
excited by diff erent light wavelengths. Both G and D peaks shift  to a lower fre-
quency for longer wavelengths of excitation.

So, the Raman spectroscopy is also able to give a measure of the sp2 confi gu-
ration, and this allows the determination of many carbon materials characteris-
tics in detail 74]. Th at is why we give below some details about the fundamental 
background of the disordered graphite Raman spectra.

It is known that Raman is scattering of the light incident on the material 
and caused by modulation of polarisability χ of the material by its lattice vi-
brations [148]:
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where χ is the polarisability for wavevector k, and Q is the phonon amplitude for 
wavevector q. Th e polarization can be performed by excitation from the ground 
electronic state into virtual or real states at energy E. Th e last case is called the res-
onant Raman scattering [148]. Th e change of χ causes an elastic transformation 
of the incident photon (ω, k), into the scattered photon (ω/, k/) (ω and ω/ are the 
photon frequencies). Th e Raman scattering cross-section, C, can be expressed as 
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When dealing with crystals, the rule of alternative prohibition is actual. In 
the case of an amorphous material, there is a complete loss of lattice periodicity 
and breakdown of the k selection rule of optical and phonon transitions. Th e IR 
and Raman spectra of amorphous materials correspond to the vibrational den-
sity of states (VDOS) G(ω) weighted by the appropriate matrix elements C(ω). 
So, the Shuker — Gammon formula is known for the Raman spectrum [149]: 
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Nevertheless, the Raman does not simply follow the VDOS of the sp2 sites. 
Th e main reason for the dominance of the G and D modes is that the Raman 
spectra are dominated by scattering by the sp2 sites. Th e π states are of lower en-
ergy than the ϭ states and so they are much more polarizable [127]. Th is results 
in a large Raman cross-section for sp2 sites. E.g., it is 50—230 times larger than 
the Raman cross-section for sp3 sites, so sp2 sites dominate the Raman spectra of 
even ta-C, which only has a residual 10—15% sp2 content [150—152]. Another 
and more important reason is that the matrix element has a much stronger ef-
fect than in the ϭ bonded networks. Th e Raman spectrum becomes managed by 
the order of the sp2 sites, not by the sp2 fraction [145]. Th e Raman and IR spectra 
should be also rather smooth and resemble each other. Th is takes place in vari-
ous materials, but it is not true for the Raman spectrum of amorphous carbon. 

It has to be noted that the G mode is the stretching vibration of any pair of 
the sp2 sites, either in C—C chains or in aromatic rings (Fig. 6.29) [145]. Th at is 
why G does not mean only “graphite”. Th e D mode is the breathing mode of sp2 
sites only in rings, not in chains. 

Th us, the intensity ratio ID/IG is also a characteristic feature of amorphous 
carbons [54, 72, 133]. For carbons that consist essentially of crystalline graph-
ite, the ratio increases with the increasing number of defects since ID is caused 
by Raman scattering on the breathing 
mode of carbon rings allowed due to 
the double resonance process involving 
scattering with lattice defects. However, 
at a point where the defect density be-
comes so high that many of the carbon 
rings are destroyed, the D‐peak inten-
sity decreases again. Hence, for crys-
talline graphite with a low number of 

Fig. 6.29. Eigenvectors of the Raman G 
and D modes in graphite and amorphous 
carbons [74]
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defects, the G‐peak is more intense than the D‐peak. Graphitic amorphous car-
bon materials are composed of sp2‐hybridized atoms with some contributions 
of sp3‐carbon. Th erefore, one would expect to get a contribution to the Raman 
spectra from vibrational modes corresponding to these bonds, at ~1060 cm–1 
and ~1332 cm–1. However, the excitation cross section for these modes with vis-
ible light is about 55 times lower than for the modes attributed to sp2‐hybridized 
carbon and therefore they are not easily distinguished unless the material has 
a signifi cant amount of diamond‐like carbon [72]. In addition to these sp3‐at-
tributed peaks, the peak at ~1500 cm–1 is frequently observed for amorphous 
carbons [153, 154]. 

F. Tuinstra and J.L. Koening have noted that the intensity ratio of the D and 
G modes, I(D)/I(G), undergoes inversion with the in-plane correlation length La 
or graphite grain size (Fig. 6.30) [69]:

    ( )
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Th e fact means that I(D)/I(G) is proportional to the number of rings at the 
grain edge.  Th is relationship cannot extend down to zero La. Recent data on the 
high- temperature deposition of ta-C suggest that for La below 2 nm, the ratio 
decreases according to Fig. 6.30 [145, 155]. 
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Th e G peak is due to all sp2 sites, but the D peak is only due to six-fold rings, 
so I(D)/I(G) falls as the number of rings per cluster falls and the fraction of 
chain groups rises [145]. Noted above means that the Raman spectra disordered 
carbons behavior is rather complicated. Th us, Fig. 6.31 shows various factors 

Fig. 6.30. Variation of Raman 
I(D)/I(G) peak intensity with 
in-plane correlation length 
La. (Th e Tuinstra — Ko enig 
relationship only applies for 
La over 2 nm) [74]
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that shift  the G and D peaks’ positions and change their intensity. (It is worth 
noting that visible light Raman scattering does not show C—H bonds [74].) 

Th e shape of the carbon Raman spectra lines can be fi tted with the Lorent-
zian-like profi le known as a Breit — Wigner — Fano (BWF) contour for the 
G-peak and Lorentzian for the D-peak [145]. Th e BWF is given by 
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where I0 is the peak intensity, ω0 is the peak position, Γ is the FWHM, and Q–1 is 
the coupling or skewness coeffi  cient. For Q ≠ 0, the peak position of the Raman 
line is at (ω0 has no meaning in this case).
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A three-stage model has been proposed to classify the Raman spectra of all 
disordered carbons depending on disorder increase (Fig. 6.32 [74, 145]):

1.  perfect graphite → nanocrystalline graphite;
2.  nanocrystalline graphite → sp2 a-C;
3.  sp2 a-C → sp3 a-C.
Stage 1 corresponds to the reduction in grain size of ordered graphite layers, 

but aromatic rings remain there. When the grain size decreases, phonon confi ne-
ment causes phonons away from Γ to participate with Δq = 1/La. Th e phonon 
bands of graphite disperse upwards from 1580 cm–1 at Γ [157, 158], so this causes 
an upshift  of the G peak to 1600 cm–1 [74]. Th e D mode is forbidden in a perfect 

Fig. 6.31. Scheme of the fac-
tors aff ecting the G and D 
peaks’ positions and intensi-
ty in Raman spectra of non-
crystalline carbons [74]
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graphite layer, but the disorder causes its appearance, and its intensity rises with 
decreasing La in accordance with the Tuinstra — Koenig relation.

Stage 2 corresponds to the topological disorder of a graphite layer (odd 
membered rings) and loss of aromatic bonding, but with a purely sp2 network. 
Th e disorder and loss of aromaticity weaken the bonds and lower the VDOS 
compared to that of perfect graphite [159]. Th is causes the G peak to shift  down-
wards (Fig. 6.32). La goes below 2 nm, so the I(D)/I(G) ratio falls continuously 
to zero. Th e VDOS corresponds to sputters a-C at the stage 2 end [160].

Th e sp3 content increases from 0 to 100% in stage 3, which changes the sp3 

confi guration from mainly ring-like to short chains [145, 159]. Th e bond length 
of chains is shorter than that of rings, so their vibrational frequency, 1640 cm–1, 
is higher compared to 1580—1600 cm–1. Th us, the G-modes rise in stage 3, while 
the D peak remains at zero intensity [75, 145]. Th e linelike shape of the G-peak 
becomes more symmetric as the content reaches high values [105]. Th e G-peak 
position shift s up with sp3 content increasing but it would apparently shift  down-
wards when using symmetric fi t or uncorrected ω0 in equation (6.20) [74]. Th e 
most symmetric G-peak corresponds to the maximum sp3 content [74, 161].

Th e described above analysis allows us to state that if the I(D)/I(G) ratio is 
near zero, we are in stage 3. Th e G-peak position then varies according to the 

Fig. 6.32. Scheme of the Raman peak position and I (D) /I (G) ration 
dependence on the disorder degree [74, 156]
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sp3 fraction content. Th is relationship can be used for deriving the sp3 fraction 
from the Raman spectra [74].

Th e FWHM of the G line scales up with the disorder. Th ere is a way to 
evaluate the situation: if the FWHM of the G line is higher than 50 cm–1, then 
La is below 1 nm (Fig. 6.33).

Some details about resonant Raman scattering. Carbon is really a wide-
gap material; visible photons do not excite the ϭ states and they only excite the 
π states over a limited part of the Brillouin zone. So, as visible photons at 514 or 
488 nm usually excite, Raman is only sensitive to the sp2 sites [74]. Excitation 
of the higher-lying Ϭ states requires incident photons of higher energy, which 
allows direct excitation of the sp2 sites [147, 162—167]. An interesting property 
of Raman modes in sp2 carbons is that they are dispersive, that is, their wave-
numbers vary with the photon excitation energy. Th is is evidence that a mode is 
not simply a density-of-states feature, but that the matrix element changes with 
excitation energy because the excitation energy resonates with a real electronic 
transition. It can be a virtual state in the gap, or in the broad continuum of states 
in the conduction band. In graphite, the lower dimensionality means that the 
resonance condition will select specifi c states.

It has been realized that resonance causes dispersion of the D peak [145, 
168—170]. It was also clarifi ed that the D mode of graphite is a double reso-
nance condition [171]. A layer of graphite is a semi-metal, with the valence and 
conduction π bands touching at the K zone boundary. Th e π bands disperse 
linearly away from K, as shown schematically in Fig. 6.34 [74, 171]. 

A photon of energy E incident on graphite will create an electron-hole pair 
at wavevector k where the π gap equals Ei. Th e electron can then emit a photon 

Fig. 6.33. Dependence of the FWHM G-line on in-plane correlation length La [74]

Fig. 6.34. Scheme of the second-order resonant Raman creation of the D-line in graph-
ite [74, 171]
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of wavevector q, scattering the electron from k to k – q. If k – q = –k, then the 
electron can be scattered back to k by the fi nite grain size or disorder and decay 
by emitting the outgoing photon. Th e resonant condition is therefore 2k = q. 
Both the incident and outgoing photons correspond to the π gap. Raising the 
photon energy selects k vectors further away from K. Th e D mode is the singly 
degenerated A1g mode at Ei = 0. As the photon excitation energy increases from 
0, the D mode moves away from K, and its wavevector rises. 

In general terms, incident photons will excite those clusters whose gap 
equals the photon energy. In fact, the D mode of graphitic clusters behaves ex-
actly like in graphite. A graphitic cluster is a fi nite piece of graphite. Its electron 
states are folded about the K point [127]. Th e photon modes are found similarly. 
A cluster of grain size La maps onto a wavevector k along the ΓKM direction of 
the ideal graphite layer by the equation

Fig. 6.35. Dependence of the ta-C Raman spectra on the excita-
tion wavelength [74]
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which is equivalent to sin(Δka) = a / aL3 , where Δk is the distance away from 
K. Th is means that the dispersion behavior of an ensemble of graphitic clusters 
is exactly like that of a graphite layer [74, 145]. As for experimental, it is worth 
analyzing Fig. 6.35, where an example of dispersion of the ta-C Raman spectra 
with photon energy is shown [74]. Th e summary of the G and D modes disper-
sion behavior in various carbons can be given as follows [147, 172—174]: 

G mode of graphite or even glassy carbon does not disperse. It is dis-• 
persed only in stages 2 and 3 of carbons; 

G mode rises with increasing photon energy and saturates at 1600 cm• –1 

(limit of graphite VDOS) for sp2 bonded a-C. 
G mode dispersion in ta-C is extremal.  It starts at 1500 cm• –1 for IR excita-

tion and rises to 1690 cm–1 for deep UV excitation at 215 nm. Th is means that 
633 nm radiation selectively excites clusters with weak π bonding and relatively 
low vibrational modes (e.g. of aromatic character). When the incident photon 
energy rises, those photons select clusters of increasing olefi nic (chain-like) 
groups with higher C—C bond stretching modes. Th ere will be C=C pairs at 
the highest excitation energy [74, 147]. 

Dispersion of the G-line peak position is roughly linear [74].• 
Th e D mode behavior is diff erent from the described above. Th e strongest 

dispersion characterizes the most well-ordered graphitic carbons. Th e D-mode 
dispersion increases with an order that is opposite to the G-mode behavior. 
Th e D–lines show a second harmonic at 2700 cm–1, which exists even in single-
crystalline graphite and disperses as well.

Th e I(D)/I(G) intensity ratio dispersion has been considered in [147]. It de-
creases faster for ordered carbons. Th us, the D line is absent for UV excitation. 
However, the ratio hardly disperses for very disordered a-C.

To sum up, dispersion of the Raman features occurs because the excitation 
resonates with the bandgap of a particular cluster, and this selects the corre-
sponding vibrational mode. A shorter wavelength selects a smaller cluster with 
a wider bandgap. Smaller clusters have a higher D and G mode, and this causes 
the mode dispersion. A shorter wavelength also reduces the D line intensity, 
causing dispersion of the I(D)/I(G) intensity ratio [74].

Photoluminescence of amorphous and disordered carbon materials.
Photoluminescence (PL) of amorphous carbons will be discussed on the pat-
tern of the a-C:H material, which shows a Gaussian-shaped wide PL band near/
or just below the optical gap energy. It is excited by photon energy at or above 
the gap. Th e corresponding absorption, PL excitation, and luminescence bands 
are shown in Fig. 6.36 [175]. 
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Th e dependence of the average PL energy on the optical bandgap value is 
shown in Fig. 6.37, where data from various papers are accumulated [175—179]. 
Th e average PL energy increases with a slope of about 50 % if the gap increases. 
When the gap is higher than 1.7 eV, the PL energy is slightly above the gap [74]. 
In the case of the wide a-C:H gap, when the excitation energy is too low, the up-
per part of the PL spectrum is cut off . 

Th e observed PL reveals polarization memory [180, 181], it is not depen-
dent on the electric fi eld [175] and is fast: the decay time is 10–8 s [175, 182, 183]. 
Th ese features indicate that the PL centers are quite localized, as was supposed 
in [74]. It is worth noting that the PL of a-C:H is accompanied by a large density 
of defects if compare to a-Si:H. In some cases, the PL effi  ciency does not cor-
relate with the density of paramagnetic defects, but, generally, there is a correla-
tion. Th e PL effi  ciency exponentially depends on the optical bandgap.

Four types of PL mechanisms have been pointed out in [74]. 
Th e bound electron-hole pair (Wannier excitons) can be formed in band-• 

edge states of direct gap materials. Such pairs recombine with sharp PL lines 
which lie just below the bandgap. Th e decay time of such PL is short. 

If material is of low dielectric constant and rather high eff ective mass • 
(organic solids, e.g.), the electron-hole pairs form Frenkel excitons. Th ese ex-
citons can be long-lived and migrate from one molecule to another by the 
bipolar Forster mechanism. Simultaneously, they can radiatively destroy and 
reveal fast PL.

In the case of insulators or wide-gap semiconductors (a-Se, e.g.), PL re-• 
lated to deep defects strongly coupled with the lattice occurs. It characterizes by 
the large Stokes shift  between maximum positions of the PL excitation and the 
PL emission band.

Fig. 6.36. Optical absorption, lumines-
cence and PL excitation spectra of a-C:H 
[74, 175]

Fig. 6.37. Dependence of the PL energy 
on the optical bandgap [175, 177, 178]
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If a material contains a large quantity of both donors and acceptors, PL • 
can occur as radiative tunneling between them (it is known as a Donor-Ac-
ceptor Pairs (DAP) luminescence). Before the photo-excited electrons become 
trapped in donor levels and the holes are trapped in acceptor levels. So, the car-
riers can be quite separated in the lattice, and at the low temperature, they are 
able to recombine via radiative tunneling. Th e decay of this PL is slow because 
of the low probability of tunneling. 

Th e exact PL mechanism in a-C:H is up to now under discussion. One of the 
models describes the PL as a version of that used for a-Si:H [184]: non-radiative 
centers are mid-gap states including defects. By another model, the PL occurs 
as a variant of that for organic molecules [183, 185, 186]. For comparison, let 
us fi rst describe the PL processes in a-Si:H [187, 188]. In this case, the eff ect of 
disorder dominates the exciton binding. Photoexcitation creates electrons and 
holes in the extended states. Th e carriers lose energy (thermalize) and fall into 
localized tail states, where the electrons lose energy slowly, by hopping within 
the tail states. Assuming that one carrier, say a hole, has lower mobility and is ef-
fectively stationary at R = 0. At low temperatures, where there are not phonons, 
the electron can only hop to a state lower in energy. Th is is called energy loss 
hopping [189, 190]. Th e hopping rate v is then given by 
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where v0 is the attempt frequency (phonon frequency, 1013 Hz), a is the Bohr 
radius of the tail state, and r is the hopping distance. As the distribution of the 
states decreases exponentially into the gap [74], the density of available states 
decreases rapidly, and the average tunneling distance increases: 
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Th us, the tunneling probability decreases. Th e electron can recombine ra-
diatively by tunneling back to the trapped hole. Th e rate is 
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Th is is the same formula as (6.23) except the prefactor is dipole-allowed 
rate τ0 ~ 10–9 s. Hopping creates the distribution of electron-hole distance R. 
Th is maps onto the distribution of the PL lifetime accordingly to (6.25). Th ere 
is a broad distribution of the PL lifetimes in a-Si:H, from 10–9 to over 1 s with 
an average lifetime of τav ≈ v0τ0

2 s or 10–3 s [190]. Th e far-distanced electrons 
recombine more slowly. Electrons that have thermalized for a longer time fall 
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deeper into the tail and are more widely separated. Th us, the PL energy gradu-
ally falls with time [187]. Th is eff ect has been seen experimentally and thus 
confi rmed the mechanism noted [74].

Th e PL in a-C:H occurs from a rather localized center because it is unaf-
fected by strong electric fi elds. It shows polarization memory and it has a short 
lifetime of about 10–8 s [184]. Generally, the relative size of disorder and exciton 
binding can be found from the exciton energy
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where R is the Rydberg, 13.6 eV. Using m* = 0.5, ε ~ 3.5 for polymeric a-C:H the 
equation (6.26) gives Eex ≈ 0.5 eV [74]. Th is is larger than the disorder (Urbach) 
energy of ≈ 0.3 eV. However, the exciton radius 
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where a0 = 0.53 Å, more than the localization radius of 1.9 Å for ta-C:H, which 
suggests that localization by disorder is at least as important.

Th us, it is assumed that recombination occurs by a mechanism similar to 
that for a-Si:H. Th e electron-hole pair is excited within a single π-bonded clus-
ter. Assume that one carrier, say a hole, remains trapped in the cluster, then the 
other carrier (electron) thermalizes by energy loss hopping. Th e hopping causes 
the electron to fall progressively deeper into the tail. If the temperature is not 
zero, the electron can be released from the tail states by thermal excitation. Th e 
demarcation energy Ed below the top of the tail can be defi ned. Electrons below 
Ed are too deep to hop out, and must eventually recombine radiatively to give 
luminescence. Electrons above Ed will eventually hop out and recombine some-
where non-radiatively. Ed can be written as 
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We see that Ed increases with time. If the band tail is exponential, the PL 
effi  ciency equals the fraction of electrons below Ed,
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 Th e experimental PL effi  ciency follows the relationship:
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Fig. 6.38. Dependence of the Urbach energy E0 and PL quenching tempera-
ture TL on the composition x for a-Si1–xCx:H alloys [74, 184] 

Mentioned above equations are equal if 
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Figure 6.38 shows the PL thermal quenching temperature TL for the 
a-Si1–xCx:H alloys as depending on the x content [74, 191—194]. 

TL is seen to increase sharply from about 50 K for a-Si:H to 700 K for a-C:H. 
Fig. 6.38 also shows that it increases from 0.05 to 0.4 eV. Th is fi gure also notes 
that the calculated from (6.31) TL values follow well the experimental variation. 
Th us, the higher quenching temperature in a-C:H than in a-Si:H occurs because 
of its broader tails and faster luminescence. 

Th e PL is also quenched if the electron-hole pair is created within a hop-
ping distance of a non-radiative center. Th e capture radius around the center is 
usually defi ned as Rc [188]. Electrons created within a sphere of radius Rc are 
captured and recombine non-radiatively. Some of them, those created outside 
of the sphere Rc will be free of recombination and give rise to PL. Th e Rc value is 
defi ned where the rate of radiative PL tunneling equals the rate of non-radiative 
tunneling to the center. If (6.23) and (6.25) are taken into account, then 
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Fig. 6.39. Dependences of the a-C:H PL effi  ciency on spin density (a) and optical gap (b) [184]

In this case, the PL effi  ciency is given by the probability of excitation out-
side of spheres of radius Rc for centers of density N, and it is
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Th e PL effi  ciency of a-C:H versus the paramagnetic defect density for 
various sets of data and their comparison with expression (6.33) are shown in 
Fig. 6.39 [176, 177, 195, 196].

It is obvious that equation (6.33) reproduces the trend of the results if the 
Bohr radius is a = 2.5 eV. So, the PL effi  ciency correlates with high defect den-
sity as the Bohr radius is small and corresponds to the strong disorder [74]. 

At the same time, there are certain exceptions to the agreement shown in 
Fig. 6.39a. In fact, the data show that the PL effi  ciency changes little for a large 
change in the paramagnetic defect density [176]. Th is leads to the suggestion 
that the main recombination centers were not defects [192, 193]. Th e explana-
tion of this question is that in a-Si:H, where the main radiative recombination 
centers are dangling bonds, which are half-fi lled and thus they are paramagnet-
ic, the tail defect states are well separated in energy in the gap [74, 188]. As for a-
C:H, there is no clear distinction. We see a continuous distribution of localized 
states across the a-C:H gap (Fig. 6.27). Singly occupied states near the gap cen-
ter are paramagnetic. However, a diff erent set of states could be recombination 
centers [197, 198], which are defi ned in the photoconductivity study that has 
been described in Chapter 1. Th e states near the upper gap act as electron traps 
or as recombination centers depending on whether the excitation probability to 
the conduction band edge exceeds the probability of recombination with a hole. 
Th is allows them to draw two demarcation energies as in Fig. 6.27. States be-
tween the two energies act as recombination centers, which are not necessarily 
paramagnetic, unlike in a-Si:H. Th is is the formal basis of observation [199], for 
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which states quench the PL. Th e density of recombination centers will vary in a 
monotonic way with the optical gap, as the Urbach energy determines.

Th ere is another feature: the radius of localized states, a, is not constant, 
which is also a feature of a-Si:H. Th e radius has to vary with the bandgap, and 
also with hydrogen content. If one deals with a cluster model, a is the radius of 
the π states localization into the sp3-bonded matrix [74]. Th e PL effi  ciency shows 
a near exponential dependence when plotted against the optical gap (Fig. 6.39). 
It is expected that the Bohr radius varies with the optical gap as a = cEg – d. As 
a result, the PL effi  ciency varies monotonically with the optical gap because a 
and the density of recombination centers vary in this direction. Th e short decay 
time near 10–9 s is a suffi  cient diff erence between a-C:H and a-Si:H PL [175]. 
So, the suggestion arises that the PL center in a-C:H is an exciton and that the 
exciton is created as a unit by Forster tunneling [185]. Th e electron-hole pair 
forms a well-defi ned exciton, which is not broken by the disorder. Th e exciton 
can diff use by dipolar (Forster) coupling from one cluster to another. Eventu-
ally, it will reveal the PL or it can disappear non-radiatively [74]. 

Th e arguments confi rming the exciton model are the short luminescence de-
cay time and the fact that the decay time does not vary across the PL band [182]. 
Th is change is the main manifestation of thermalization eff ects. At the same time, 
the decay time is unlikely to vary across the PL band, as the decay (lifetime) is 
already at the minimum for dipolar coupling, 10–9 s. Another way to clarify ther-
malization eff ects is to study the polarization memory or “the PL anisotropy” 
across the PL band. Really, the Pl emitted immediately aft er excitation or from a 
localized center converses the excitation polarization. But, if an electron or hole 
thermalizes into the tails of emitting photons, they will lose some polarization 
with each emitted photon [74]. Th e PL memory reveals an exponential range of 
lifetimes throughout the PL band (6.28), if thermalization takes place. Th e polar-
ization memory can be defi ned via degree of polarization (DP),
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where Is and Ip are the PL intensity parallel and perpendicular to some direction 
determined by incident light. 

It was measured that there is a continuous decrease of the DP to zero if 
delay time rises. Th is is a typical dependence not only for fi lms with small gaps. 
Th e obtained data are evidence of thermalization in a general case, instead, a 
plato was found at a delay of more than 100 ps. Th e fact leads to a conclusion 
about the exciton nature of the PL [183, 185].

Th e exciton model seems to dominate for some polymeric a-C:H, particu-
larly for a-C:H deposited from molecular precursors, and for high excitation 
energies. In the case of some polymeric a-C:H, PL shows several PL peaks, es-
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pecially if excited at higher energies [186, 200]. It is obvious that this feature is 
evidence of internal radiation transitions.

Th ere is a reason to believe that the band tail model is still generally cor-
rect because an exciton band is not observed in the optical absorption spec-
tra of a-C:H, unlike in organic solids, and because the disorder still dominates 
electron-hole attraction [74]. On the other hand, the electron-hole interaction 
is more important than in a-Si:H, and in a-C:H this sets the maximum separa-
tion of geminate electron-hole pairs, which can recombine radiatively. Potential 
of disorder E0 can be used to defi ne a maximum separation in the Coulombic 
potential following the type of Onsager model [187],
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Th is sets the hopping lifetime via equation (6.23) to be τ = 10–9 s, which is 
the experimentally observed value. So, the electron-hole binding shortens the 
lifetime in a-C:H unlike in a-Si:H. When the thermalization eff ect is by times 
less than 10–9 s, it cannot be seen in the spectrum, because it is shorter than the 
transition rate v0. Th is means that the band tail, together with some exciton 
binding, is available for explanation of PL in a-C:H [74]. 

Th e concept of capture radius (6.32) was used again to describe the band 
states as non-radiative centers [186]. Th is is a question, as a non-radiative cen-
ter can dissipate the energy via phonon generation, via changing confi guration 
coordinates [74]. It is required for occurring non-radiative transition that the E 
point lies below point B, so the electron moves from excited state to the ground 
state without passing over a barrier [201, 202]. It is realized for a defect state, as 
it is weakly bonded and lies in the gap, but it is not likely for band states. In any 
case, it is an additive argument for the exciton model [74]. 

6.2. Optical properties of some nanosized 
carbon forms and expanded graphite

As noted at the beginning of this chapter, the amount of data 
published about the optical properties of EG is rather small. At the same time, 
the descriptions made in the previous chapters show that the EG by composi-
tion and structure could accumulate various carbon forms such as graphene 
with diff erent numbers of layers, micro and nanosized particles of graphite, and 
intercalated graphite; carbon nanotubes also occur in the EG composition. As a 
result, this diversity of carbon forms is refl ected in the optical properties of EG. 
However, it complicates the analysis of the results of experimental and possible 
theoretical studies of EG. But, on the other hand, the diversity of compositions 
and structures indicates the way to control the properties of EG, in particular, 
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its optical properties, due to the opportunity to vary the conditions of synthesis, 
composition, concentration of the source components, etc. 

In the previous parts of this section, the main attention was paid to de-
scribing the optical properties of graphite and intercalated graphite as well as to 
the role of disordering their structures: amorphous and disordered graphite. In 
the last two decades, studies have revealed a tremendous increase in interest in 
optical properties and, in particular, in the luminescence of such nanosized car-
bon forms as graphene, carbon points, and so on. Th erefore, below we will pay 
attention to the description of optical properties and the application of optical 
methods to study the structure of mentioned nanoscaled carbon forms. Since 
their optical properties depend on the conditions of synthesis and original com-
position, we also will briefl y give such data.

We have noted in Chapter 2 that the structure of EG includes graphite 
crystals and structural heterogeneity regions due to intercalation residues of 
varying dispersion. Th e qualitative composition and the quantitative ratio of 
phase formations corresponding to such inhomogeneities are determined by 
the treatment temperature. In addition, the content of turbo-defects (due to the 
azimuthal disorientation of graphene layers) is noticeable in the EG structure, 
whose concentration is higher than in oxidized graphite. A high concentration of 
turbo-defects indicates the existence of a nanoporous structure, which in some 
way determines the properties of EGs and materials produced on their basis. We 
also found that there are fragments in the structure of EG-folded formations, 
possibly cylindrical. Th e sizes of nanostructured fragments lie in the range of 
units to hundreds of nanometers. Optical methods, in particular, Raman spec-
troscopy, as we have seen above, provide an opportunity to identify and explore 
the characteristics of various structural modifi cations of carbon materials: such 
as natural graphites of various genesis, shungites, amorphous graphite, products 
of thermolysis of organometallic and organic compounds, artifi cial and natural 
diamonds, etc. Th e application of this method is also productive in character-
izing nanosized carbon forms: graphene, nanotubes, and fullerites. Th at is why, 
we will fi rst consider the results of applying diff erent optical methods to charac-
terize possible individual nanosized components of thermo-expanded graphite, 
and then will describe the results of optical research of EG. 

Some optical properties of graphene. Even though graphene is a mono-
atomic layer, it is not completely transparent, which makes it possible to see it. 
Interestingly, the absorption of graphene in the optical range does not depend 
on the wavelength of light and it is πα ≈2.3%, where α is an important in the 
quantum physics fundamental constant of the fi ne structure [41]. Th e unusu-
al optical properties of graphene are due precisely to the fact that its bandgap 
width is zero, and the conduction band and the valence band are not parabolic, 
as for electrons in most solid-state materials, but for graphene they are conic. 
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In general, the real part of the graphene dynamic conductivity is deter-
mined by the formula: 
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where v (ω) is a matrix element of the transition rate with the absorption of a pho-

ton, D (ω) is the density of states in graphene, ( )
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Fermi — Dirac distribution, E is the energy, T is the temperature, and ω is the 
photon frequency. Th e graphene density of states is approximately equal to:
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where t is the energy of the excitation transfer from one lattice site to another 
(about 3 eV), and a is the interatomic distance (about 1.42 Å);
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where vF is the Fermi rate in graphene. Th e product ta can be estimated by the 
relationship of uncertainty: ta ≈ 0.5h.

Th us, the limit for the universal dynamic conductivity will be determined 
only through the fundamental constants:
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Th is value was confi rmed experimentally in the range of photon energies from 
0.1 to 0.2 eV [41]. 

Optical permeability of monatomic graphene layer can be given in the form: 
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where c is the velocity of light. Th at is, it is completely determined by dimension-
less fundamental quantities. In general, if there are several layers, 1 — Tn ≈ nπα, 
where n = 1,2,3, … is the number of monatomic layers of graphene in the sam-
ple. For clarity, a smooth transition from a monatomic to two-atomic graphene 
was used and with the accuracy of several percent, the described theory then 
was confi rmed [203]. 

Raman scattering and IR absorption of graphene and some other nano-
sized carbon forms (brief description of experimental data). Now we will 
consider the overall Raman spectra of nanosized carbons as they are closely 
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related to the properties of EG, we suppose. It is not a simple task, as many vari-
ous factors can aff ect Raman characteristics, e.g., shift  of the G and D peaks and 
alter their relative intensity (see descriptions made above). 

Quantum interference between diff erent Raman paths, that is, scattering 
in graphene can be detected if some paths are blocked, the intensity of a sin-
gle-phonon Raman does not decrease, as usual, but, on the contrary, increases 
sharply [204]. On the other hand, the signal of a two-phonon Raman decreases 
monotonously with decreasing quantum channels. Th is discovery gives a new 
understanding of resonant Raman scattering mechanisms in graphene. Raman 
scattering from few-layer graphene is readily observable and has been widely 

Fig. 6.40. Schematics of the experimental setup (a). White-light microscopy image of a 
thin graphene sample (b). CW Raman spectra taken at positions (1)—(4) (c). Nonlinear PL 
image of the same sample as excited by 1.5 eV femtosecond pulses with signal integrated 
from 1.66 to 3.11 eV (d). Inset: PL signal along the line cut [213]
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used to evaluate layer thickness [205], characterize quality [206—208], and 
study electron-phonon interactions [209, 210]. 

Th e Raman process is very important for the study of phonons and, because 
of the role of electronic resonances, also for probing the electronic structure of 
various materials, and carbon forms are among them [206, 211, 212]. 

Fig. 6.40, a shows the scheme of equipment, and Fig. 6.40, b shows the 
bright-fi eld optical microscopy image of a graphene sample on silicon covered 
by a 295-nm-thick SiO2 layer prepared via mechanical exfoliation following the 
standard procedure [213]. Th e Raman spectra at diff erent sample positions are 
displayed in Fig. 6.40, c. Th e sample was found to have one to four monolayers in 
diff erent regions labeled in Fig. 6.40, b [213]. Th e continuous wave length (CW) 
Raman spect ra were taken with a helium-neon laser at 632.8 nm. All measure-
ments were performed in the ambient atmosphere at room temperature.

Some time ago, a new type of quantum dots, a graphene quantum dot 
(GQD), attracted attention due to its chemical inertness, biocompatibility, and 
low toxicity [214—216]. Th e GQDs have the excellent performance character-
istics of graphene such as high carrier transport mobility, superior mechanical 
fl exibility, and environmentally friendly nature [217, 218]. Moreover, convert-
ing the 2D graphene sheets into the 0D GQDs can enlarge the electronic and 
optoelectronic applications due to strong quantum confi nement and edge ef-
fects [214]. Most works on GQDs have been focused on theoretical prediction, 
and the experimental synthesis is only a recent eff ort. 

 Th e carbon fi ber (CF) has the small domain structure of sp2 carbons, which 
makes it easy to extract GQDs since the bandgap and the PL spectrum partly 
depend on the fraction of sp2 domains (Fig. 6.41) [219, 220].

Raman spectrum (red line) of GQDs is shown in Fig. 6.41, a, which has been 
usually used to confi rm the quality of the prepared GQDs. One can see two ma-

Fig. 6.41. Raman spectra of GQDs and CF (a) and FTIR spectrum of GQDs (b) [214]
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jor Raman peaks at 1374 cm–1 (D band) and 1580.5 cm–1 (G band). Th e intensity 
ratio ID  /IG is 0.89, which is similar to the high-quality few-layer graphene nano-
ribbons [221, 222]. Th e G peak shows a redshift  compared with the original CF, 
which is opposite to the GQDs prepared by another CF [223]. Th e unique small 
ratio indicates fewer defects of the GQDs developed by chemical oxidation and 
exfoliation method than those synthesized by other methods [214].

Th e Raman spectra of the multiwall carbon nanotubes (MWCNTs) depend 
on the crystalline arrangement of a tube: while the ID /IG ratio, which is com-
monly taken as a measure of the graphitization index refl ects the number of 
structural defects, the I2D /ID ratio is sensitive to the overall crystalline quality 
of the graphitic network and increases with long-range ordering [224]. Th e Ra-
man spectrum of MWCNTs used in the study [224] will be shown below in 
Fig. 6.58, f. Th e observed Raman characteristics are very similar to those of 
commercial MWCNTs, i.e. high ID /IG ratio and low I2D

//ID ratio. Th ey were also 
similar to those of the GNPs previously analyzed. It was pointed out that the G 
band position in MWCNTs (1596 cm−1) is higher than that of other carbon ma-
terials, and the fact was associated with a large compressive stress aff ecting the 
C=C bonds in highly defective tube walls. Note, however, that such an apparent 
blue shift  of the broadened G band may be explained as well by an overlap with 
the unresolved D/ band at 1610 cm−1 (see below Fig. 6.58, f).

Graphene (GO) has been successfully used in practical applications and is 
considered one of the most promising materials for large-scale production of 
graphene, and surely its particles may be presented in EG. Th e GO is produced 
through chemical oxidation of graphite and subsequent exfoliation via sonica-
tion. Th e structural model proposed for graphite oxide composed of graphene 
oxide sheets involves two kinds of regions: aromatic regions with unoxidized 
benzene rings and regions containing aliphatic six-membered rings containing 
C–OH, epoxide and double bonds, the relative size of the two regions depending 
on the degree of oxidation [224]. Th e structural defects of GO that destroy the 
electronic structure of graphene have been already mentioned in the literature 
(see below). Th e oxidation process generates a lot of structural defects, which 
can be evidenced by Raman spectroscopy. Th us, the fi rst order spectrum of GO 
consists of two broad bands centered at 1590 cm−1 (including the unresolved G 
and D/ bands) and at 1337 cm−1 for GO (including the unresolved D3, D and D4 
bands). As shown by the deconvolutions (Fig. 6.58, g, h), the D3 band exhibits 
a large intensity that could be related to the presence of large amounts of amor-
phous carbon. Th e second order Raman spectra present two main broad bands, 
from which none of the diff erent components (D + D//, 2D, D + G and 2D/) can 
be clearly located (Fig. 6.58, g, h) [224].

PL of graphene and some other nanosized carbon forms (experimental 
data). Since graphene absorbs light very strongly through band to band transi-
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tions, the question arises whether luminescence of graphene can be eff ective. 
Th e answer to this question is that eff ective light emission is quenched by carri-
er relaxation, which, because Eg = 0, quickly brings the energy of highly excited 
e-h pairs down to the ground state (Fig. 6.42) [211, 213, 225]. 

Below, several types of PL of carbon nanomaterials will be described. PL 
of un-treated graphene will be observed (at least, directed previous was not 
performed) and PL of functionalized graphene. Induced by ultrafast (femtosec-
onds) PL is observable from both thermalized [214, 225—227] and non-ther-
malized hot electrons [205] under appropriate conditions [211]. Up to 2010, 
all investigations had been devoted to light absorption in graphene. So, PL had 
only been reported for oxidized graphene, where the electronic structure was 
modifi ed and longer-lived states could be formed [219, 228—231]. 

Upon excitation with a single photon, an energetic electron-hole pair 
is created in graphene. Th en electron and hole relax independently through 
electron-electron and electron-phonon interactions at the ultrafast time scale. 
Before they reach equilibrium, the non-thermalized electron and hole have 
suffi  cient energy to emit a photon and generate hot-electron luminescence. 
Th is hot luminescence is usually very weak in solid-state materials, but can 
typically still be detected with modern cooled detectors. It can provide valu-
able information on the ultrafast dynamics of the excited state.

PL from thermalized hot electrons in pristine graphene under femtosec-
ond laser excitation was discussed in [211, 214, 225]. Th e graphene nonlinear 
PL arises from a broad distribution of nonequilibrium electron-hole (e-h) gas 
created via rapid scattering among high-density photoexcited carriers. Al-
though this mechanism is not limited to graphene, its two-dimensional 2D 
nature and unusual band structure strongly enhance the PL effi  ciency and 
bandwidth.

Ultrafast emission from thermalized electrons pristine graphene under con-
tinuous-wave laser excitation exhibits no measurable light emission. However, 
the readily measurable PL spectra from graphene when excited by 30-fs pulses 
from a Ti:Sapphire laser [214] (76 MHz Ti:Sapphire oscillator pumping an opti-
cal parametric oscillator with 150 fs output pulses tunable within 1.4—2.2 eV 

Fig. 6.42. Ultrafast PL in graphene 
from thermalized hot electrons 
(fi gures adapted from [214, 225]: 
schematic representation of ul-
trafast PL process from interband 
recombination [211])
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Fig. 6.43. PL under diff erent 
excitation photon energies. 
Th e PL spectrum of gold is also 
shown for comparison [211]

was used.) were found. As 
shown schematically in Fig. 
6.40, a, the beam was focu-
sed on the sample at nor-
mal incidence, and the PL 
was collected in the back-
scattered direction. 

Th e PL quantum yield 
is about 10–9, more than 
three orders of magnitude greater than that obtained from the same sample under 
continuous-wave excitation, which falls below the detection threshold. A distinctive 
feature of the emission is its wide spectral range, extending over the visible to the 
near-ultraviolet one. In particular, emission occurs at photon energies well above 
that of the incident pump photons (at 1.5 eV; νex = 12100 cm–1, λex = 827 nm). Similar 
blue-shift ed PL spectra are observed for diff erent pump photon energies (Fig. 6.43), 
all exhibiting a nonlinear dependence of the integrated intensity of blue-shift ed PL 
on the laser photon energy.

We note that graphene is spectrally very close to an ideal blackbody over 
the specifi ed spectral range because of its largely frequency-independent ab-
sorbance of A (ω ) ≈ πα. Th e measured PL spectra can be fi t well by this simple 
model; the inferred temperature Tem lies in the range of 2000—3200 K and var-
ies sub-linearly with pump fl uence.

Th e PL intensity per atomic sheet decreased considerably in thicker layers, 
despite the fact that the variation in excitation intensity was small across the 
ultrathin sample. Representative PL spectra obtained from samples prepared 
on a transparent glass substrate to avoid interference eff ects from oxide-covered 
silicon substrates were presented in [232].

Dynamic response of PL to excitation was checked via autocorrelation mea-
surements [214]. Th e full-width-half maximum (FWHM) of PL trace envelope 
in Fig. 6.44 is only 10—20 fs broader than that of the second-harmonic SH signal 
from quartz inset. Since broadening of the PL FWHM relative to the pulse duration 
roughly equals the intermediate-state lifetime, [233] it indicates that the PL must 
arise from an e-h distribution generated within 10—20 fs aft er the excitation.

Th e graphene nonlinear PL is particularly effi  cient and broadband due to 
several unique properties of graphene:
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(1) carrier-carrier scattering requires both energy and momentum conser-
vations, which are readily satisfi ed in the linear bands of graphene. In contrast, 
the phase space for the same process is much more limited in systems with 
nonlinearly dispersive bands.

(2) Th e linear bands lead to a symmetric distribution of non-equilibrium elec-
trons and holes, which facilitates the direct recombination of excited e-h pairs. 

(3) Th e energy acquired by an e-h pair via intraband scattering cannot be 
more than its kinetic energy, which equals hω −Eg and is the maximum in zero-
gap materials such as graphene.

(4) Th e greatly reduced dielectric screening in 2D graphene results in a 
very high Coulomb scattering rate [234, 235], which is essential for establishing 
transient, highly nonequilibrium carrier population, and strong e-h recombina-
tion. In thicker graphene fi lms, more eff ective screening and more attenuation 
of light could cause PL saturation [236].

An intensive light emission over a broad spectral range has been observed 
from pristine single-layer graphene under excitation by femtosecond laser 
pulses in the near IR [225]. Th is light emission process diff ers from conven-
tional hot luminescence: it has a nonlinear dependence on the pump excita-
tion and appears at photon energies well above that of the excitation laser. Th e 
single-layer graphene samples exfoliated from kish graphite (Toshiba) and 
deposited on freshly cleaved mica substrates were investigated under such 
experiment [225]. Th ese fi ndings can be described by a model in which the 
electronic excitations are largely thermalized among themselves, but are only 
partially equilibrated with strongly coupled optical phonons (SCOPs) and es-

Fig. 6.44. Color online PL image of graphene monolayer along side Au fi lm. Inset: white-light 
microscopy image of the same area (a). PL signal as a function of the delay between two excita-
tion pulses. Th e red curve envelope is a Gaussian fi t. Inset: the SH autocorrelation trace from 
quartz (b). Th e excitation frequency is 1.5 eV; PL signal is integrated from 1.66 to 3.11 eV [214]
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sentially decoupled from the other lattice vibrations. Th e femtosecond pump 
excitation can thus produce carriers with transient temperatures above 3000 K 
which give rise to readily observable emissions in the visible range. In addi-
tion to manifesting new physical mechanisms in graphene, these observations 
provide insight into the carrier and phonon dynamics in graphene. Th e results 
indicate that electron-electron scattering under used experimental conditions 
is effi  cient on the 10-fs time scale; that coupling with the SCOPs is strong on a 
time scale below 100 fs, and that equilibration with other phonons occurs on 
a time scale near 1 ps [225].

In pristine graphene, however, hot PL has never been observed for contin-
uous-wave (CW) excitation. Th e absence of any measurable hot PL refl ects the 
fact that hot electron and hot hole will almost immediately have diff erent mo-
menta because of their independent relaxation processes. Momentum conser-
vation thus prevents them from recombining and emitting a photon. In gated 
graphene, however, the situation can change dramatically. Fig. 6.45 shows a 2D 
plot of the inelastic light emission spectrum as a function of electron doping (as 
characterized by the value of 2εF) [204]. Th e hot-electron luminescence in gra-
phene was demonstrated as the Fermi energy approaches half the laser excita-
tion energy. Th is hot luminescence, which is another form of inelastic light scat-
tering, results from excited-state relaxation channels, which become available 
only in heavily doped graphene [204, 211]. A representative spectrum for the 
hot-electron luminescence at 2εF = 1.4 eV, corresponding to the horizontal line-
cut in Fig. 6.45, a, is presented in Fig. 6.45, b. Th e emergence of hot-electron 
luminescence can be understood by noting that a new radiative recombination 
channel opens up in the strongly doped graphene, as illustrated in Fig. 6.45, c.

Th e hot electron, once it relaxes to energy less than εF, can readily under-
go radiative recombination with a hole having the same momentum, which is 
available in heavily doped graphene. Th is picture implies that for a given Fermi 
level, hot-electron luminescence is possible only for photons at energies below 
2εF. Indeed, as shown in Fig. 6.45, d, this is what we observe experimentally: for 
emission at higher photon energy, a larger threshold value for 2εF is required. 
Th is hot luminescence, which is another form of inelastic light scattering, re-
sults from excited-state relaxation channels, which become available only in 
heavily doped graphene.

PL over a wide spectral range emerges when 2|EF| is slightly below the laser 
excitation energy. Th e luminescence is distinctly diff erent from electronic Ra-
man scattering because zero momentum electron-hole pair excitations required 
for the electronic Raman scattering do not exist in strongly doped graphene 
[237]. Th e peak observed in the hot luminescence when 2|EF| approaches Eex also 
has a diff erent physical origin compared with that in G-mode phonon Raman. 
Instead of being an interference phenomenon from blocked Raman quantum 
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pathways, the hot luminescence maximum is a consequence of newly opened 
dynamic pathways for photo-excited hot carriers. An incident photon generates 
an electron and a hole, which then relax to the Fermi level through interactions 
with low-energy electrons and phonons. During the relaxation process, a hot 
electron has a fi nite probability of emitting a photon, but requires the fi nal va-
lence band state be empty because of Pauli blocking. Th is pathway is opened up 
only when 2|EF| exceeds the light emission energy, and defi nes a threshold dop-

Fig. 6.45. Hot PL in graphene from non-thermalized electrons: a — graphene in elastic light 
scattering intensity as a function of Stokes Raman shift  and 2εF for excitation with 1.58 eV 
photon energy. Besides variation in intensities of Raman G and 2D modes, abroad hot PL 
feature emerges as 2εF approaches to the laser excitation energy [204]; b — Hot PL spectrum 
at 2εF = 1.4 eV has an integrated intensity more than 100 times stronger than from the Ra-
man modes [204]; c — Schematic representation of genera-tion of hot PL. As 2εF approaches 
the laser exci-tation energy: the proba-bility for a hot electron (which relaxes very rapidly) 
to fi nd a hole is dramatically enhanced, leading to the observed PL feature [204]; d — Nor-
malized PL intensity as a function of 2εF for three diff erent emission energies [204] 
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ing level for hot luminescence generation. Th e qualitative features observed can 
be understood using the picture: hot luminescence emerges when the energy 
2|EF| is higher than the onset value which increases with the photon emission 
energy. When 2|EF| is further increased to a value greater than the laser energy, 
hot luminescence at all energies suddenly disappears as the initial photo excita-
tions are blocked. Because the hot luminescence arises from the radiative decay 
of excited electrons just aft er photoexcitation, it could become a valuable probe 
for ultrafast electron dynamics in graphene [204, 211].

Luminescence of functionalized (modifi ed) graphene. Modifi cations of 
a graphene sheet by oxidation can introduce direct gap behavior [229, 230]. 
Although intrinsically a zero-gap semimetal may be oxidized in a manner for 
solid drop-cast samples and despite the high surface area of graphene oxide 
(GO) and the marked contrast to carbon nanotubes, it was shown that the in-
tensity of PL from GO fl akes does not diff er signifi cantly between aqueous and 
drop-cast samples [230].

A graphene sheet is characterized by an extended π-network, which is 
structurally analogous to an infi nitely large planar aromatic molecule, but fun-
damentally diff erent in terms of electronic transitions. Th e lack of bandgaps in 
graphene is, on the one hand, widely considered as being of unique advantage 
in such applications as nanoelectronics, but, on the other hand, presents chal-
lenges to the community that is more interested in the optical properties of 

Fig. 6.46. Structural models of GO at diff erent stages of reduction (left ), and the energy 
gap of π-π* transitions calculated based on DFT as a function of the number of fused 
aromatic rings (right) [219, 240]
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graphene materials [230]. Th erefore, much eff ort has been devoted to making 
the π-network in graphene from infi nite to fi nite for the creation of electron-
ic bandgaps. In simplistic terms, this means to isolate conjugated π-domains 
which are structurally the same as large aromatic molecules in the graphene 
sheet, regardless of whether the isolation is through creating sp2 islands in a 
large sheet or cutting a graphene sheet into small pieces or through other fun-
damentally similar means or confi gurations [230]. 

A usual approach for the creation of sp2 islands has been the reduction 
of graphene oxides (GOs), which are typically obtained from exhaustively 
oxidizing graphite under harsh conditions (Hummers method), followed by 
exfoliation into predominantly single-layer sheets [238]. GOs were used as 
precursors for the conversion to reduced GOs (rGOs), which possess some 
of the basic structures found in single-layer graphene sheets. Generally, the 
conversion chemistry for rGOs with fl uorescent π-domains is controlled to 
such a degree that there are no π-connections between the sp2 islands, as that 
would otherwise result in quenching of the targeted fl uorescence emissions 
[219, 239, 240]. Fig. 6.46 [219, 240] is among the representative illustrations 
of such an approach. 

Experimentally, the observed bandgap fl uorescence was not so bright in 
terms of quantum yields generally lower than those of defect-derived photolu-
minescence emissions in graphene materials (Table 6.2) [240].

Table 6.2. PL parameters for selected graphene materials

Sample source Sample 
characteristics

Excitation 
wavelength 

(nm)

Emission 
quantum yield, 

%
Notes

GOs Mostly single-
layer sheets

325 Negligible sp2 islands

450 0.5 
Aromatic hy-
drocarbons

132 conjugated 
carbons

510 2.0 sp2 islands and edges

GOs Small gra-
phene pieces

420 7.5 Likely more defect-
derived

360 11.4
350 12.8 Butylamine function-

alization
GO-like mate-
rial

450 10 PEG600N functional-
ization

GOs 360 28 % PEG1500N functional-
ization
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Fig. 6.47. Upper: isolated sp2 islands in a graphene sheet and a photo showing bandgap 
fl uorescence in solution (right, [245]), and a multiple-layer graphene piece (left ). Lower: 
a carbon nanoparticle with surface defects (left ), and emission color variations in carbon 
dots (right, [246]) [240]

Researchers have found defect-derived photoluminescence in carbon nano-
tubes and small carbon nanoparticles, dubbed carbon “quantum” dots or “carbon 
dots”. Th e structural characteristics in the underlying graphene materials have 
been associated with those emission properties as a way of classifying them into 
two primary categories: emissions that originate from created or induced energy 
bandgaps in a single graphene sheet and emissions that are associated with defects 
in a single- and/or multiple-layer graphene [240]. Th ey highlight the similarities 
and diff erences between the observed PL properties of graphene materials and 
those found in other carbon materials, including carbon dots and surface defect-
passivated carbon nanotubes, and discuss their mechanistic implications.

It is now widely acknowledged that graphene materials could be made pho-
toluminescent over the visible spectral region, extending into the near-IR, though 
various emissions observed experimentally might have diff erent origins. A “per-
fect” (found in computer simulations) or nearly perfect single-layer graphene 
sheet is not photoluminescent for a lack of electronic bandgaps. Th erefore, the 
creation of energy bandgaps has been a popular strategy to impart fl uorescence in 
graphene [219, 241—245]. Th ere are obviously many diff erent ways to create or 
induce bandgaps, such as cutting graphene sheets into small pieces (or producing 
pieces directly) or manipulating the π-electronic network to form sp2 “islands” in 
a graphene sheet (Fig. 6.47), though most of them are associated with structural 
defects as well. In fact, one may argue that the formation of islands is a result of 
specifi cally engineered defects in graphene sheets (Fig. 6.47) [240].
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Defects and their eff ects on electronic transitions are apparently at the cen-
ter of both opportunities (for bright PL emissions) and complications relevant 
to the optical properties of graphene and related materials.

Th ere have been many literature reports on the observation of PL emissions 
in carbon (graphene-like) materials, which have been assigned to various origins 
[219, 223, 228, 229, 239, 241—254]. A closer examination of the spectroscopic 
features of the emissions and associated structural characteristics in the under-
lying materials would suggest that most of the observed PL emissions could be 
divided roughly into two categories. One is related to bandgap transition cor-
responding to conjugated π-domains, and the other with a more complex origin 
associated with defects in the graphene structures. Th e two categories may be 
interconnected in many cases, as the creation or induction of π-domains is oft en 
based on operation or manipulation of defects in graphene sheets.

Some remarks on PL related to defects in carbon materials. Th e creation 
of electronic energy bandgaps in graphene has been a popular approach to im-
part fl uorescence, but many other observed PL emissions can hardly be assigned 
to any bandgap origin. In the bandgap-based fl uorescence discussed above, the 
single-layer confi guration and nonpercolation between sp2 islands are necessary 
in order to avoid any signifi cant interlayer and interisland fl uorescence quench-
ing eff ects, respectively. Th erefore, the PL emissions observed in multiple-layer 
graphene sheets could obviously not be originated from the same kind of con-
jugated π-domains. An early example for such PL was related to the chemical 
functionalization of few-layer graphene sheets, where signifi cant luminescence 
interference was observed in Raman characterization of functionalized samples 
similar to that encountered in the chemical modifi cation or functionalization of 
carbon nanotubes (Fig. 6.48) [256]. In a number of studies on small graphene 

Fig. 6.48. Raman data on polyvinyl alcohol (PVA) functionalization of few-layer gra-
phene (left  [255]) and of SWCNT (right [256]) [240]
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pieces, including multiple-layer ones, similar PL emissions were observed (Ta-
ble 6.2) [240, 257].

Defects in graphene sheets are loosely defi ned, probably due to the vari-
ety of possible structural details. Many seemingly distinctive PL emissions in 
graphene materials have been found, which could not be explained in terms 
of fl uorescent sp2 islands or the like. Th ere are sp2 and sp3 carbons in the sheets 
that are not perfect, so defects are really any sites other than the perfect sp2 
domains. Among representative examples were emissions proposed as being 
originated from functionalized surface defect sites [253] ascribed to CO-related 
localized electronic states at the oxidation sites aft er oxygen plasma treatment of 
graphene [228, 243] and “quasi-molecular fl uorescence” in oxidized graphene 
arising from carboxylic acid groups electronically coupled with nearby atoms in 
polycyclic aromatic compound-like moieties [247]. 

Th ese non-bandgap emissions apparently share a common attribute for 
their relationships to or even dependence on defects in graphene materials, 
though mechanistic details are probably more complex. A characteristic fea-
ture in many of the observed PL emissions was a lack of substantial interlayer 
quenching, contrary to the critical requirement for being single-layer only for 
the bandgap fl uorescence discussed above. Th e defect-derived PL emissions are 
also generally much brighter, corresponding to higher observed quantum yields 
(Table 6.2). For at least those emissions that are sensitive to the passivation of 
defects in graphene materials, with those well-passivated ones exhibiting much-
enhanced emission intensities [242, 252, 253], the observed PL properties are 
generally similar to those found in surface-passivated carbon nanoparticles and 
nanotubes [240, 246, 258—262].

PL in carbon nanosized forms (nanoparticles, dubbed “quantum” dots 
or “carbon dots”). Th e blue or green luminescent GQDs were made by the 
hydrothermal method through cutting graphene sheets [215, 244, 263]. An 
electrochemical means of synthesizing green-luminescent functional GQDs 
has been reported in [257]. A mechanistic approach to the synthesis of atomi-
cally defi ned GQDs by metal-catalyzed cage-opening of C60 was presented in 
[264]. A simple and eff ective approach to easily synthesize photoluminescent 
GQDs using commercial carbon fi bers (CFs) as the raw material was developed 
in [264]. Th is method consists of chemical oxidation and exfoliation routes, 
which are always used to solubilize carbon nanoparticles [265, 266]. Th e as-
synthesized GQDs can freely disperse in water and organic solvents without 
further chemical modifi cation and ultrasonic dispersion. Interestingly, the as-
synthesized GQDs possess excitation-independent PL properties and can be 
divided into blue and green photoluminescent GQDs by diff erent dialysis bags. 
0.6 g CFs were dispersed in concentrated H2SO4 (120 ml) and HNO3 (40 ml) for 
5 h under continuous ultrasonic treatments (100 W), and then the mixed solu-
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tion was refl uxed for 24 h at 1000 C with magnetic stirring. (Pitch-based CF is a 
kind of microcrystal graphite material, which was processed by carbonization 
and graphitization using organic fi bers (Fig. 6.49) [215].)

As-synthesized GQDs were characterized with FTIR technology and the 
result reveals a predominant functionalization of the GQDs with hydroxyl–OH 
group (ν–OH ≈ 3448 cm–1) and carboxyl group (–COOH, ν–COOH ≈ 1624 cm–1). 
Th e presence of O-rich groups makes the GQDs soluble in an aqueous medium 
and provides additional advantages for the further foundation to meet various 
requirements. Apart from the solubility of the GQDs in an aqueous medium, 
as-synthesized GQDs can also be well dispersed in common organic solvents 
such as chlorobenzene and DMF, which facilitate the applications in non-aque-
ous phase and organic devices [215].

In the UV—VIS absorption spectrum (Fig. 6.50, a), a typical absorption 
band at 373 nm can be observed, which is assigned to the π-π* transition of 
graphite is sp2 domains [267]. Th e PL spectrum (Fig. 6.50, b) shows a strong 
peak at 507 nm when excited at 373 nm, and FWHM is about 100 nm, which 
approximates that of the most reported carbon nanodots [244, 257, 263—
266]. When the exciting wavelengths change from 300 to 460 nm, the PL in-
tensity decreases remarkably, but the fl uorescence emission peak remained 
unshift ed. Th is excitation-independent PL behavior is diff erent from most of 
the reported carbon-based nanomaterials [244, 257, 263, 264], which were 
dependent on excitation wavelength and always shift ed to longer wavelengths. 
Th is special feature may result from fewer surface defects and more uniform 
size of GQDs [215]. 

Th e most distinctive feature of the GQDs which sets them apart from other 
previously reported carbon dots is, inter alia, the specifi c process of separating 
green and blue luminescence GQDs. Interestingly, the dialysis process not only 
purifi es GQDs but also makes diff erent optical properties from inside to outside 
of the dialysis bag (Fig. 6.50, d). For comparison, most of the reported blue-

Fig. 6.49. SEM image and (a) XRD pattern of the pitch-based CF (b) [215]
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Fig. 6.50. UV—VIS absorption spectrum of GQDs; inset: photograph taken under visible 
light (a); PL (373 nm excitation) spectra of GQDs; inset: photograph taken under 365 nm 
UV light (b); PL (300—460 nm excitation) spectra of GQDs (c); and PL (294 nm excita-
tion) spectra of GQDs outside, inside the dialysis bag and the mixture; inset: photograph 
of them taken under 365 nm UV light (d). (For interpretation of the references to color in 
this fi gure legend, the reader is referred to the web version of this information) [215]

luminescence GQDs had a longer wavelength at the absorption peak [220, 263]. 
Th is selective separation process confi rms that the diff erent-size GQDs show a 
quantum size eff ect, which can contribute to PL properties [215]. 

Generally, a small diff erence was seen in PL intensity for l-GO (liquid) and 
s-GO (solid) samples (Fig. 6.51, a) [230]. For isolated fl akes in l-GO, diff usion of 
free carriers or bound excitons should be confi ned to the 2D GO plane. Howev-
er, for s-GO, both atomic force and optical microscopy indicate fi lms of layered 
GO fl akes, which could give rise to additional interfl ake relaxation pathways. If 
the interlayer coupling is strong enough, the emission spectrum could redshift . 
s-GO indeed shows more PL spectral weight in the infrared, but the redshift  in 
the PL peak position is not a robust feature of the experiment and was inconsis-
tent from sample to sample perhaps due to variations in the oxidation density. 
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In addition to exciton diff usion, several plausible changes could also infl uence 
the peak position, including modifi cations of the dielectric environment, spec-
tral reabsorption, and variations in oxidation density [230]. Accounting to the 
data, one must consider the possibility that the electronic structure within the 
fl akes is heterogeneous, and that PL emission originates from absorbance into 
excited states whose total absorptive cross-section is, nevertheless, only a small 
contributor to the total absorptive spectrum. Nevertheless, we may qualitatively 
evaluate that the observed quantum yields appear to be far below unity. Th e 
process of oxidation was repeated several times to progressively reduce the sam-
ple, which resulted in a marked redshift  (Fig. 6.52) [230].

A theoretical framework for interpreting these data is only just emerging. It 
can be expected that oxidation produces a disruption of the π-network and can 
open a direct electronic bandgap for single-sheet graphene in one of two ways. 
Th e fi rst is a quantum confi nement eff ect whereby the π-electron wave func-
tions occupy a potential landscape with strongly repulsive hard wall barriers at 
oxidized sites. In the infi nite potential limit, a delocalized π-electron wave func-
tion will develop nodes at each of these sites. Th e presence or absence of a gap 
for a sample with many such oxidized sites then depends on the spatial distri-
bution of these nodes. E.g., in graphene ribbons, the edges break the sublattice 
symmetry; the lateral confi nement of the wave function produces a bandgap at 
its charge neutrality level [230]. 

Alternatively, for the special edge that preserves sub-lattice symmetry (a 
“zig-zag” ribbon), one fi nds instead a resonant electronic state exactly at zero 
energy. Th ese results generalize to a disordered potential landscape where the 

Fig. 6.51. Normalized PL spectra excited at 500 nm (s-GO taken in transmission) (a). 
Absorption (left  axis, solid) and PL intensity detected at 752 nm (right axis, dashed) as a 
function of excitation wavelength (b) [230]
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Fig. 6.52. Normalized PL excitation-emission maps for s-GO taken in 
transmission during hydrazine vapor exposure [230]

nodes occur in the interior of the sample. Pereira et al. [268] modeled the eff ect 
of lattice vacancies in a single-valley picture and found that a hard gap opens 
only in the special situation where there is a complete sub-lattice asymmetry in 
the vacancy distribution. 

Another gapping mechanism arises when one considers, in addition, the 
eff ects of intervalley scattering from the short-range potential of oxidized car-
bons. Within the context of bond-disorder induced energy gaps, one regards 
the GO plane as a landscape containing a wide range of local bandgap mini-
ma. Th is notion is consistent with the very broad range of observed emission 
energies [230].

Quantum dots (QDs) were originally referred to as semiconductor nanopar-
ticles of sizes in the quantum-confi ned regime (smaller than the exciton Bohr 
radius, typically in a few nanometers), which exists in small particles. Th ey are 
confi ned in the spatial dimensions with quantized energy states. Typical semi-
conductor QDs are nanocrystals of inorganic compounds from the group QDs 
elements in the periodic table. As a result of the quantum confi nement, QDs oft en 
exhibit unique size- and composition-dependent optical and electrical properties. 
E.g., semiconductor QDs such as CdS or CdSe are well-known for their predict-
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able energy bandgaps at diff erent nanocrystal sizes, corresponding to beautiful 
fl uorescence color variations. Surface defects in conventional QDs of semicon-
ductor nanocrystals are generally considered undesirable, causing energy “leaks” 
and other negative eff ects on the bandgap fl uorescence emissions. Th erefore, a 
number of strategies have been developed to minimize defect-related eff ects, 
such as the capping of a semiconductor nanocrystal by another wider-bandgap 
semiconductor (particularly famous CdSe/ZnS core-shell nanostructures, e.g.) to 
achieve much-enhanced fl uorescence properties [240, 269]. 

Th ere are obvious similarities between electrons confi ned in the conjugated 
π-domains in graphene and in nanoscale semiconductor particles, with simi-
lar size-dependent electronic energy bandgaps and corresponding variations in 
fl uorescence colors. Th erefore, the former is conceptually similar to the latter, 
perhaps logical to be named as graphene quantum dots (GQDs), even though 
isolated sp2 islands are structurally not “dots” at all. As for small graphene pieces, 
they appear to be closer to dots, but issues such as eff ects on or possible contri-

Fig. 6.53. Comparison of the excitation 
wavelength dependencies of PL emis-
sions in PEG-functionalized graphene 
pieces (left  [254]), PPEI-EI polymer-pas-
sivated carbon dots (middle [210], with 
normalized spectra in the inset), and 
functionalized SWCNTs (right [270]; 
dashed line for PEG1500N-SWCNT 
and solid line for PPEI-EI-SWCNT at 
450 nm excitation, and other excitation 
wavelengths in the inset) [240] 
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butions to the observed fl uorescence emissions by the edges and/or defects still 
need to be addressed [240]. 

In fact, the fl uorescence color variations with the π-domain sizes in gra-
phene sheets are less pronounced in comparison with those found in classical 
semiconductor QDs due to the intrinsic properties of the created or induced 
energy bandgaps and also likely to the expected “contamination” by the defect-
derived PL emissions [240].

Th e GQDs have also been used in many studies to refer to graphene materi-
als of PL emissions that are not associated with isolated sp2 islands and thus can-
not be assigned to bandgap transitions, but with a somewhat diff erent version 
of emission color variations (Fig. 6.53). Many of the observed emission prop-
erties resemble those found in surface-passivated small carbon nanoparticles 
(Fig. 6.53), dubbed carbon “quantum” dots or carbon dots (Fig. 6.54) where the 
word “quantum” is in quotation marks for the lack of the same kind of the clas-
sical quantum confi nement found in semiconductor QDs [240, 246, 259]. Th e 
only quantum eff ect in carbon dots seems to be associated with the requirement 
for the carbon nanoparticles to be small enough to achieve an extremely large 
surface-to-volume ratio [240, 246].

Carbon dots have recently emerged as a new class of brightly photolumi-
nescent (or fl uorescent if the proposed electronic transition character is ulti-

Fig. 6.54. Cartoon illustration for a typical carbon dot (upper), and 
representative TEM and AFM images of ultrabright PEGylated carbon dots 
(lower, [240, 260])
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mately proven correct) nanomaterials [246, 259—262, 271, 272] with their pho-
tophysical properties resembling in many respects those commonly found in 
semiconductor QDs. A typical carbon dot is a small carbon nanoparticle with 
the particle surface functionalized by organic molecules or coated with poly-
mers or other species (Fig. 6.54) [240]. Spectroscopically, carbon nanoparticles 
are rather eff ective in photon harvesting, with the optical absorption covering a 
broad spectral region, which is primarily π-plasmon in nature [240, 273].

Upon the near-UV or visible photoexcitation of even bare carbon nano-
particles without any surface functionalization, relatively weak emissions have 
been observed in aqueous and other suspensions (Fig. 6.55), where the solvent 
molecules might have provided some relatively minor surface passivation eff ect) 
[274, 275]. With the surface passivation, carbon dots are strongly emissive in 
the visible, extending into the near-IR range (Fig. 6.55) [240]. So far, the ultra-
bright carbon dots are those with emissions in the green, marching surprisingly 
well the spectral coverage of green fl uorescence proteins, with experimentally 
determined emission quantum yields up to more than 75% [261].

Th e observed emission decays in carbon dots are generally not single ex-
ponential, but on average not fast, with averaged lifetimes of 4—5 ns [260]. 
Th erefore, in another way to look at the strong optical transitions in carbon 
dots, the radiative rate constants for the emissions, which are known to refl ect 
on the electronic transition probability, are around 108 s–1, much larger than 
those found in any organic chromophores.

As mentioned above, many of the observed PL emissions in graphene 
materials are similar to those in carbon dots in almost all aspects of the spec-

Fig. 6.55. Left  ([274]): PL spectra of suspended carbon nanoparticles (excitation from 
300 to 480 nm). Right ([260]): Absorption and PL (440 nm excitation) spectra of ultra-
bright PEGylated carbon dots, with a photo in the inset comparing to an aqueous solu-
tion of carbon dots and an ethanol solution of fl uorescein with matching optical density 
at 440 and 490 nm, respectively, under sunlight [240]
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troscopic properties, including especially 
the passivation eff ect for signifi cantly en-
hanced emission quantum yields (Table 
6.2) and characteristic spectral changes 
with excitation wavelengths (Fig. 6.53). 
E.g., a mixture of diff erent-sized graphene 
pieces for surface-passivation by polyeth-
ylene glycol (PEG) was also used. Th e resulting materials exhibited excitation 
wavelength-dependent PL emissions that are comparable with those found 
in carbon dots (Fig. 6.53) [240, 253].

Structurally, defects in graphene sheets involving sp3 carbons are similar 
to ones on the surface of a small carbon nanoparticle with an extremely large 
surface-to-volume ratio (Figs. 6.42 and 6.43) [240]. It is, therefore, logical to 
expect them to share the same PL mechanism. As for the emission mechanism 
in carbon dots, it has been proposed in [246, 259] and is now increasingly ad-
opted in the relevant research community that radiative recombinations of the 
carbon nanoparticle surface-confi ned electrons and holes (Figs. 6.42 and 6.43) 
are responsible for the observed bright PL (or simply called fl uorescence in such 
a mechanistic framework) [240]. 

Electrons and holes are generated probably to make the surface sites more 
stable to facilitate more eff ective radiative recombinations. Experimental evi-
dence in support of the mechanistic framework includes the PL quenching re-
sults with both electron donors and acceptors, which could apparently scavenge 
the surface-confi ned holes and electrons in carbon dots, respectively, to result 
in effi  cient and eff ective quenching of the emissions (diff usion-controlled with 
additional static contributions) [240, 276].

Recently, it was also demonstrated that the photogenerated electrons in car-
bon dots could be used for reduction purposes [273, 277] and, more important-
ly, the electrons could be concentrated onto the gold or platinum-doped carbon 
particle surface for the photocatalytic conversion of carbon dioxide and also 
the photocatalytic splitting of water for hydrogen generation (Fig. 6.56) [240, 
277]. Th ese results have reinforced the view that carbon dots essentially resem-
ble nanoscale semiconductors in terms of photoinduced redox processes, in 
which the radiative recombinations in the absence of quenchers result in bright 
PL. For the defect-derived PL emissions in graphene materials, similar redox-
driven quenching processes with both electron donors and acceptors have been 

Fig. 6.56. Cartoon illustrations of structural fea-
tures and related mechanistic implications in car-
bon dots (upper) and those with the dot surface 
doped with gold or platinum metal (lower) [240]
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reported [248, 253]. Th e results are further evidence of the obvious similarities 
between defect-derived PL emissions in diff erent carbon nanomaterials.

In the fi nal analysis of GQDs and CD, the former has essentially been 
used loosely in the literature to refer to two rather diff erent categories of pho-
toluminescent graphene materials: ones fl uorescent due to created or induced 
bandgaps and the others associated with defects. Th e defect-derived PL emis-
sions in graphene materials are phenomenologically and likely also mecha-
nistically do not diff er from those in carbon dots. Since the emissions due to 
defects are generally much brighter, with signifi cantly higher quantum yields 
(Table 6.2), there is thus the question of how much they contaminate the rela-
tively weaker bandgap emissions in quantized sp2 islands (probably more le-
gitimate mechanistically for their designation as GQDs), as defects obviously 
play a signifi cant role in the creation or induction of conjugated π-domains in 
graphene. One might even argue that some of the reported bandgap fl uores-
cence emissions in graphene were actually combinations with defect-derived 
PL emissions.

For both SWCNTs and their multiple-walled counterparts (MWCNTs), the 
as-produced soot-like samples oft en contain carbon and other impurities such 
as residual catalysts, which thus require purifi cation by using oxidative acids or 
the like. Th ese defects become brightly emissive under some specifi c conditions, 
especially when functionalized for the purpose of dispersion at the individual 
nanotube level without bundling or aggregation [278, 279]. 

Th e passivated defect-based PL emissions in graphene materials, carbon 
dots, and carbon nanotubes likely share the same mechanistic framework, 
namely, that the emissions are due to radiative recombinations of trapped elec-
trons and holes. In fact, the PL emissions in carbon nanotubes are indiscrimi-
native between single-wall carbon nanotubes and multi-wall carbon nanotubes, 
similar to the same indiscrimination between single- and few-layer graphene 
sheets for the defect-derived emissions.

It seems that the presence and absence of quenching eff ects may be under-
stood in terms of the emissive entities in these carbon nanomaterials. Th e band-
gap fl uorescence in graphene is associated with the sp2 island (the emissive en-
tity) on a single sheet, which is quenched by π-domains in neighboring sheets in 
a few-layer confi guration, whereas the defect-derived emissions are associated 
with the defect site (the emissive entity) across several sheets in a similar few-
layer confi guration, and thus are little aff ected by the interlayer interactions. 

Th ere have been no reports in the literature on interactions between two or 
more graphene species that result in insignifi cant quenching of either bandgap 
fl uorescence or defect-derived PL emissions. However, the quenching of this kind 
has been used successfully in probing the unbundling of carbon nanotubes, in 
particular their dispersion in polymeric and other nanocomposite materials [258, 
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279]. Obviously, the better the dispersion, the stronger the observed emissions 
due to the reduction or elimination of any intertube quenching eff ects. Similar 
applications for PL properties of graphene materials may be expected [240].

Th e large observed gap creates the possibility for spatially modulating the 
band structure within a single graphene fl ake by local control of the oxidation 
profi le. Studies of progressive chemical reduction show quenching of PL for 
both drop-cast and aqueous samples, coordinated with changes in absorption. 
Th ese studies also fi nd signatures of bandgap manipulation, albeit with diff erent 
character for solid and liquid samples [230].

6.2.1. Optical spectroscopy of expanded graphite

Th e procedure for making EG samples for research has been 
described in detail in Pt. 2.2.3. Here, we would like to emphasize that the just 
newly manufactured powdered EG samples, rolled powders, ribbon-like, and 
samples of EG powders pressed in the form of disks have been studied. 

Each of the carbon forms, as shown in the review part of this section, has 
its own specifi c Raman spectrum. Th erefore, Raman spectroscopy was also 
used to study the structure of our EG samples. Th e obtained data were com-
pared with the data on Raman scattering and hence on the structure of other 
carbon graphite forms such as SWCNT, carbon black stock, and crystalline 
graphite [280—284]. 

Fig. 6.57 shows the Raman spectra of expanded graphite (noted as EG), 
SWCNT, soot (carbon black stock as a purifi ed waste of foundry production), and 
crystalline graphite. (Th e measurements of Raman scattering were performed 
using a Brucker RFS 100/s spectrometer. As a source of excitation, a Neodym-
YAG neodymium laser with a wavelength of radiation λ = 1064 nm was used). 
It should be emphasized that the main line of Raman scattering, the so-called 
G-mode, which characterizes the tangential fl uctuations of carbon atoms and 
the level of perfection of the crystalline lattice of graphite structure, is about 
1581 cm–1 and coincides with the experimental value for crystalline graphite 
and the theoretical calculation for a layer of carbon atoms (see above and, e.g., 
[74]). It should be noted that another characteristic mode of the graphite-like 
materials, the D mode of the A1g symmetry, which characterizes the disorder of 
the graphene layer grid, is practically not recorded in these samples of EG and 
crystalline graphite. Th is mode is about 1300 cm–1 and corresponds to the respi-
ratory vibrations of the graphene layer rings at point B of the Brillouin zone [74, 
4]. Th ere is a very wide maximum at 1318 cm–1 for soot and a suffi  ciently large 
scattering at 1275 cm–1 for the nanotubes. It should be noted that the second 
harmonic of this intensity vibration exceeding the magnitude that is usually 
observed for second-order oscillations is well recorded for EG and nanotubes, 
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which may indicate that EG and nanotubes have similar structures leading to 
strong electron-phonon interaction. Th e other graphite materials do not show 
such a feature. Single wall carbon nanotubes have a low-frequency mode of high 
intensity, which is associated with fl uctuations of the tube as a whole [4]. Also, 
typical for EG is the high intensity of the low-frequency mode with a maximum 
of 85 cm−1. Th is abnormally high intensity of this line also confi rms the view of 
a certain structural similarity between EG and nanotubes. Assuming the exis-
tence of similar nanostructures in EG with graphite-like parameters of binding 
and lattice and using the formula that binds the vibration frequency with the 

Fig. 6.57. Raman spectra of EG, SWCNT, soot, and crystalline graphite
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diameter of the structure involved in vibrations [297], then the diameter of the 
pores or cylindrical cracks can be estimated by the value of ≈2.6 nm. To do this, 
use the following formula:

 D(nm) ≈ 223,75/ω (см−1). (6.41)
 It has been noted in Pt. 2.2.3 that these results regarding the porous struc-

ture of the EG (nanosized — defects in the form of longitudinal cavities) are 
well consistent with the results of studies on the EG structure performed by 
other methods. 

Th e Raman spectra of carbon black were also compared with the Raman 
spectra of various micro- and nanoscaled carbon materials, and a highly-infor-
mative analysis, we suppose, was made in [224] (Fig. 6.58). Th e deconvolutions 
into Gauss — Lorentz band shapes of these spectra are also shown there. We see 
that the Raman spectrum of highly-oriented pyrolytic graphite, HOPG, treated 
graphite that displays the highest degree of 3D ordering consists of two main 
bands observed at 1581 and 2687 cm−1 (Fig. 6.58, a), denoted as the G band and 
2D (or G/) band, respectively. As known, these bands correspond to the degen-
erate in-plane E2g optical mode at the Brillouin zone center, and to the harmonic 
(second-order Raman scattering) of an in-plane transverse optical (TO) mode 
close to the zone boundary K point, respectively. Th e second-order Raman 
spectrum also contains two weak bands at 2458 and 3246 cm−1, assigned to the 
combination D + D// and to the harmonic 2D/, respectively. Th e D// corresponds 
to a phonon belonging to the in-plane longitudinal acoustic (LA) branch close 
to the K point, and D + D// corresponds to a phonon of the in-plane longitudinal 
optical (LO) branch close to the zone center (Г point).

Several new details appeared in the spectra of multilayer graphene (MLG) 
and of fl ake graphite (grade 3775) at 1333 (weak) and 1604 cm−1 (very weak) 
(Fig. 6.58, b, c). Th ese features were assigned to the D band (i.e., the fundamen-
tal of 2D) and to the D D/ band (i.e., the fundamental of 2D D/), respectively. As 
known, these modes are not Raman active in the fi rst-order Raman scattering of 
perfect crystals (HOPG), just because they are not zone-center modes, but they 
become Raman active in defective graphitic materials owing to defect-induced 
double resonance Raman scattering processes involving the electronic π–π* 
transitions. Really, the D band involves a defect-induced electron-hole “inter-
valley” double resonance process which activates a TO phonon close to the zone 
boundary K point, while the D D/ band is activated by a similar “intra-valley” 
double resonance process which activates a LO phonon close to the Г point. Due 
to the shape of the π–π* bands, the electronic transitions move inside the (a*, 
b*) reciprocal plane of the Brillouin zone as a function of the excitation energy. 
Conversely, the phonons (D or D/) when they are excited with diff erent laser 
wavelengths describe the dispersion of their respective branches (TO or LO). 
Th e TO branch has high dispersion near the K point, so the D band position is 
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blue-shift ed as the excitation energy increases, and so is the harmonic 2D. In 
contrast, the LO branch is quasi-fl at near the Г point, so that no change can be 
detected in the position of the D/ band (and also of the 2D/ band) if the excita-
tion energy is varied. So, as a consequence of the particular shape and symme-

Fig. 6.58. Raman spectra of diff erent carbon materials and their deconvolutions: a — 
highly oriented pyrolitic graphite; b — multilayer graphene; c, d and e — graphites of 
grade 3775, 4827, and 4124, respectively; f — multiwall carbon nanotubes; g — graphene 
oxide; h — carbon black [224]
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try of the π and π* electronic states around the K point of the Brillouin zone, the 
energy and momentum transfer of the resonant phonons vary according to the 
slope of the dispersion branches involved in the double resonance process. De-
scribed results show the dispersive behaviors consisting of downshift s between 
40 and 60 cm−1 for the D band and around 100 cm−1 for the 2D(G/) band with a 
change in excitation wavelength from 457 to 752 nm [224].

So, the presence of the D band in these materials was assigned to structural 
defects (probably edge defects in these cases). It was shown that the intensity of 
the D band relative to that of the G band increases with the degree of disorder, 
so the intensity ratio ID/IG was oft en used to characterize the average crystal 
planar domain size La. Th ose values in MLG and graphite (grade 3775) were 
evaluated to be around 11 and 10.5 nm, respectively.

Also, it is worth noting that the 2D band appears as a doublet for these 
materials (Fig. 6.58, a—c). Th is is due to the splitting of the π and π* electronic 
states owing to the interactions between the layer planes. For one-layer (1 L) 
graphene, the 2D band is a singlet, for 2 L graphene it is a quadruplet and fi nally 
for more than fi ve layers, the Raman spectrum is quasi indistinguishable from 
that of graphite, i.e., the 2D band splitting merges into a doublet. So, taking into 
account that the 2D band in MLG and graphite 3775 exhibits a doublet struc-
ture, we can state that the stacking of the graphene layers along the hexagonal 
axis remains ordered at least in short or medium ranges [224].

Th e new observation took place on the Raman spectra of two other graphites 
(grades 4827 and 4124) which are graphite nano-platelets (GNPs) (Fig. 6.58, d, e). 
It can be noticed that in the fi rst-order spectral range an increase in the intensity 
ratio ID/IG together with ID//IG. Th is is a result of the disorder increasing compared 
to the fl ake graphite. Indeed, from the intensity ratio ID/IG the correlation length 
La was evaluated to be around 2.7 and 1.8 nm, respectively. Note that this case 
is near limitation of Tuinstra and Koenig relation validity. It has been also noted 
that the emergence of two broad features near 1500 and 1200 cm−1 was assigned 
to D3 and D4, respectively [224]. Th e D4 is a broad low-frequency shoulder of 
the D band, while the D3 band does not present any apparent maximum on the 
observed spectra but the addition of them was found necessary to fi t correctly the 
spectral shape between the D and the G bands. Th e assignment of these modes is 
not obvious. Th e authors of the work [224] note that the D4 and D3 bands were 
present in highly defective carbons like carbon black (CB), and were assigned to 
the presence of amorphous carbon (D3) and of hydrocarbon or aliphatic moieties 
connected to graphitic basic structural units (D4).

Th e second-order spectra were noticably broadened (Fig. 6.58, d, e). In par-
ticular, the 2D band appeared as a singlet due to the presence of some orienta-
tion and stacking defects resulting in a broadened “Dirac-like” single 2D band. 
Th e presence of a new band at 2900 cm−1 whose intensity increases with the 
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disorder degree was also detected. It was assigned to the combination D + G, 
which corresponds to the defect-induced double resonance “intervalley” scat-
tering process, or to the combination D + D/, which is allowed through a defect-
induced triple resonance process involving both “intervalley” and “intravalley” 
scattering processes. In the present case, the measured frequency (2901 cm−1) is 
closer to the calculated one for D + G (2895 cm−1) than that calculated for D + 
+ D/ (2929 cm−1).

Raman scattering was also used for the EG samples characterization in 
[285, 286], where Raman spectra were recorded at room temperature with a 
LabRam HR-800 spectrometer using the 488 nm radiation of Ar+ laser with 
a power of 0.01 mW. Anodic polarization of the natural purifi ed graphite was 
used for EG preparation at a stabilized current of 20 mA/cm2 density with a to-
tal electrical charge transfer of 500—3000 C/g. Th e HNO3 aqueous solutions of 
40%, 60%, and 80% concentrations were used as electrolytes. Th e samples then 
were treated with water (20 ml/1 g of initial graphite) and dried in air at 60 oC 
for 2 h. Th e samples of the expandable graphite are denoted as “acid concentra-
tion charge transfer”, i.e the sample synthesized in 60% HNO3 with 500 Q/g 
charge transfer is denoted as 60/500. Th e reference “chemical” EG sample was 
obtained by water treatment of graphite nitrate of II stage. Th e EG samples were 
prepared by the thermal shock of the corresponding EG samples in the air in 
the temperature range of 400—800 ºC. Cylindrical samples (for thermal dif-
fusivity measurements) of 0.2 g/cm3 density and 12.7 mm diameter were then 
prepared by EG uniaxial compression. 

Th ermal shock of synthesized samples results in the formation of worm-like 
particles. EG macro characteristics, i.e bulk density and carbon yield, are infl u-
enced by EG synthesis conditions (Table 6.3). Th e bulk density of the samples ob-
tained at 400 and 600˚C from 60/2000, 60/3000, and 80/3000 EG is as low as ~1 g/l 
and slightly depends on the expansion temperature implying GO thermal decom-
position as a controlling factor for their expansion. Th e broad D- and G-lines of 
similar intensities were detected in the Raman spectra of these EG samples, which 
is indicative of nanocrystalline graphite and a high concentration of structural 
defects in the samples. On the contrary, the spectra of EG from 600/500 and the 
“chemical” sample contain a narrow G-line and they are very close to the natural 
graphite sample pointing to an almost ideal graphitic microstructure.

In our opinion, multilayered samples of exfoliated graphene are close by 
structure and composition to the ones described above. Th ey were studied, 
in particular, in [287], where graphene samples were fabricated from natural 
fl ake graphite by micromechanical cleaving with transparent tape followed 
by application onto a 500 μm thick Si substrate with a 300 nm SiO2 surface 
layer. Samples used in the experiments had from 1 to 260 layers and a uni-
form thickness over a circular area of at least 15 μm in diameter. Samples 



411

6.2. Optical properties of some nanosized carbon forms and expanded graphite

Table 6.3. Th e EG characteristics [286]

Sample Expansion tem-
perature, oC Bd* CY**, 

% Sample Expansion tem-
perature, oC Bd * CY **,

 %

60/500 400 3.2 84 60/3000 400 1.0 67
600 2 82 600 0.9 64
800 1.7 70 800 0.8 58

60/1000 400 3.2 80 40/3000 400 2.5 80
600 1.8 75 600 1.7 70
800 1.6 69 800 1.6 65

60/2000 400 1.1 68 80/3000 400 1.2 65
600 1.0 64 600 1.0 64
800 1.0 60 800 1.0 57

* Bd, bulk density = EGmass/EGvolume; ** CY, carbon yield = EGmass/EGmass × 100%.

with up to seven layers can be distinguished using an optical microscope, 
due to the optical interference eff ect. Samples with one to three layers were 
confi rmed using Raman spectroscopy. For the thicker samples, atomic force 
microscopy was used to determine the number of layers with an accuracy of 
±10%. Raman spectra of the thin samples showed no defect-induced D lines. 
Th e Si wafer was slightly n-doped, however the free electron concentration of 
~1 × 1018 cm–3 was suffi  ciently low to allow for signifi cant transmission at the 
used probe wavelength.

For each of the graphene/graphite samples, as well as for the bare SiO2/Si re-
gion immediately surrounding it, the time-resolved diff erential change in refl ec-
tivity (ΔR/R) and transmittance (ΔT/T) were measured for up to 35 ps of probe 
delay. Samples with 0 (bare SiO2/Si), 1, 2, … 260 layers were measured; a subset of 
these measurements for the time delay interval 2—15 ps is shown in Fig. 6.59.

Th e SiO2/Si time-resolved refl ectivity appears to be similar to that studied 
in [288], although for their probe wavelength of 800 nm, the measured tran-
sient optical properties are dominated by interband absorption whereas ours 
are dominated by free carrier absorption. Th e non-zero initial value (i.e., before 
a particular pump pulse arrives) of the refl ectivity and transmittance occurs 
because of some steady-state carrier accumulation eff ects in the silicon since the 
recombination time is longer than the inter-pulse separation time of ~12.5 ns.

Th e results from bulk graphite are also in agreement with well-known 
data (see Pt. 6.1) aft er correcting for the diff erence in probe wavelengths. As 
the wavelength increases, the optically probed electron and hole states are 
closer to the band edge and Fermi level, and the apparent relaxation time 
increases. One can observe that as the number of graphene layers increas-
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es, the signal becomes increasingly diff erent from that of the bare substrate 
(Fig. 6.59). When the number of layers is more than ~25, the typical behavior 
of bulk graphite is observed. 

Th e transfer matrix method was used to numerically compute the relative 
changes in the real and imaginary parts of the optical conductivity, ΔσR/σR and 
ΔσI/σI from ΔR/R and ΔT/T, respectively. Each of the carbon layers can be rep-
resented by a transfer matrix, with ΔσR/σR and ΔσI/σI decreasing into the sample 
from the illuminated face according to the graphite pump absorption. We take 
each layer’s quiescent optical properties as those of bulk graphite with a thick-
ness of 0.335 nm. When the SiO2 and Si layers are included, the total refl ection 
and transmission amplitude coeffi  cients can be computed and used to obtain 
ΔR/R and ΔT/T. At each time delay, the ΔσR/σR and ΔσI/σI values are chosen 
to obtain the ΔR/R and ΔT/T values observed. For all our samples, the ΔσR/σR 
shows a similar type of behavior, i.e., a rapid decrease during the pump pulse 
followed by a non-exponential recovery. However, the ΔσI/σI data sets show 
diff erent behavior as the number of layers increases. Th e ΔσI/σI for 1—3 layers, 
except for some behavior around the pulse overlap time, is very small compared 
to its value for thicker samples. For the thicker samples, ΔσI/σI shows a magni-
tude that is clearly non-zero and a non-exponential time dependence similar 
to that of ΔσR/σ. For the thickest samples, the behaviors of both real and imagi-
nary parts of the optical conductivity are similar to that observed previously 

Fig. 6.59. Time-dependent diff erential refl ectivity ΔR/R and transmittance ΔT/T of gra-
phene/graphite samples with the number of carbon layers indicated [287]



413

6.2. Optical properties of some nanosized carbon forms and expanded graphite

Fig. 6.60. Extracted fast and slow time 
constants from time-resolved ΔσR/σR for 
our graphene/graphite samples as a func-
tion of the number of layers [288]

for graphite. Th e non-exponential 
recovery was modeled in [203] as a 
double exponential, but in [289] it 
was modeled as stretched exponen-
tial, and both types of behavior were 
used for all data from [288], although 
there was a noticeable discrepancy. 
Th at is why the authors proceed with 
fi tting data to a double exponential 
function convolved with the Gaussian pump and probe pulse profi les. Th e two-
time constants extracted from the ΔσR/σR data are shown for samples with up 
to 260 layers in Fig. 6.60. Th e fast time constant increases, at best only slightly, 
from ~200 to ~300 fs over a few layers and thereaft er apparently remains con-
stant while the slower time constant increases from 2.5 to 5 ps as the sample 
thickness increases from 1 to ~30 layers before apparently remaining constant 
to ~260 layers. Finally, the authors of [288] observed that, at least for our probe 
photon energies, the properties do not change substantially in proceeding from 
graphene to few-layer samples. Th is is perhaps not surprising since graphite is 
loosely bonded layers of graphene-like planes. Some comparisons with related 
data in multilayer epitaxially grown graphene have been made, but one should 
be cautious since the two material systems are diff erent, not only in terms of 
interlayer stacking but also in defect density, etc.

Simple expressions have been derived elsewhere for the frequency-depen-
dent change in the inter- and intra-band optical conductivity of 2D graphene 
[290] and 3D graphite [291] following optical excitation. In both cases, aft er 
thermalization, ΔσR is dominated at near IR wavelengths by the change in the 
inter-band absorption, determined by the change in the Fermi-Dirac occupan-
cy factor for electrons (e) and holes (h), fe(h), at the optically coupled states. Th e 
ΔσI is dominated by Kramers — Kronig — related changes to the inter-band 
absorption and Drude contributions. For 2D materials, this is expected to be 
weak at visible and near-visible wavelengths, but for 3D materials, the contribu-
tion can be non-negligible [291].

Th e fact that the slow decay time increases gradually with the number of 
layers indicates the transport of carriers and/or thermal energy across the in-
terface. If one makes the commonly used assumption of no inter-layer interac-
tions and, more importantly, no graphite-SiO2 interaction, decay times should 
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not increase aft er few layers. However, the consideration of ballistic or diff usive 
transport could explain this trend.

Expanded graphite can be an important step-component material for gra-
phene preparation. Th at is why the liquid-phase exfoliation method has been 
considered as one of the most feasible approach for industrial production of 
graphene due to its scalability and low cost. Th is approach typically involves 
sonication of graphite or graphite oxide powders in solvents. Depending on 
the graphite precursors, liquid-phase exfoliation of graphite has been studied 
using (1) graphite oxide, (2) natural graphite, and (3) graphite intercalation 
compound (GIC). Liquid-phase exfoliation of graphite oxide is now one of the 
most widely used methods for the preparation of graphene. It begins with the 
intercalation of graphite with strong oxidizing agents followed by expansion 
of graphite layers via sonication. Th e reduction of the obtained graphene ox-
ide to graphene is usually conducted by either thermal or chemical approaches 
[292, 293]. Although this method is capable of high-yield (>50%) production 
of graphene, the use of a large quantity of acid and oxidizing agents requires 
time-consuming washing steps and produces hazardous wastes. In addition, 
the vigorous oxidation of graphite oft en leads to incomplete restoration of the 
hybrid sp2carbon bonds and the presence of residual oxygen functional groups 
resulting in poor electrical conductance [293].

Liquid-phase exfoliation of GICs for the production of graphene has at-
tracted great interest recently. Th is method begins with the intercalation of 
graphite followed by the expansion of graphite via a rapid increase in the va-
por pressure of a volatile intercalated substance under microwave or thermal 
treatment. As non-oxidative agents are applied for intercalation of graphite, and 
microwave or thermal treatment of GIC leads to a large expansion of graphite, 
a high-yield production of high-quality graphene can be achieved using this 
method. E.g., it was reported about solvothermal-assisted exfoliation of EG ob-
tained from GIC in acetonitrile and successful preparation of monolayer and 
bilayer graphene with 10—12 mass% yield without signifi cant structural defects 
was performed in [294, 295]. However, these recipes are limited by using either 
poisonous chemical agents [296] or dangerous chemical reactions [294].

Liquid-phase exfoliation to produce graphene from tetraethylammoni-
um graphite intercalation compound (TEA-GIC) was described in [294]. Th e 
process of the graphene preparation consisted of three steps, as shown sche-
matically in Fig. 6.61. 

Intercalation of nontoxic TEA was achieved by simple high-power tip-
sonication of graphite in TEA aqueous solution. Th e release of gaseous spe-
cies due to the decomposition of TEA under microwave irradiation facilitates 
the expansion of graphite layers. Graphene was obtained by mild sonication of 
the expanded graphite in NMP. It was characterized by both microscopy and 
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Fig. 6.61. Illustration of experimental procedure for preparation of graphene by liquid 
phase intercalation and exfoliation of graphite [294]

spectroscopy techniques to clarify the nanoscale structure and mechanisms of 
formation responsible for the production processes [294].

Natural graphite (2 g, 99.99% purity) was fi rst mixed with an aqueous solution 
(300 ml) containing TEA tetrafl uoroborate (0.8 g), sodium hydroxide (0.15 g), 
and thionin acetate salt (50 mg). Aft er agitation for 10 min, the suspension was 
tip sonicated for 6 h (Scientz-II D Ultrasonic Cell Disruptor, 950 W, with 90% am-
plitude modulation) and then vacuum fi ltered by a Nylon membrane of 220 nm 
in pore size. Th e obtained TEA-GIC was washed with 20 ml deionized water and 
20 ml ethanol three times and then vacuum dried at 60 °C for 2 h. Aft er that, the 
dry graphite powders were microwave irradiated for 5 min (Midea microwave 
oven, 900 W). Th e expanded graphite obtained by microwave treatment was then 
treated ultrasonically in 700 ml NMP for 2 h (Ultrasonic Cleaner, 250 W). Th e re-
sultant suspension containing graphene was centrifuged at 5000 rpm for 15 min 
to remove unexfoliated graphite particles. A stable graphene suspension was ob-
tained fi nally aft er the supernatant was pipetted off  [294].

For graphene fi lms preparation, 100 ml graphene N methyl-2-pyrrolidone 
(NMP) dispersion with a concentration of 0.14 mg ∙ ml–1 was fi ltered by a Ny-
lon membrane with a 220 nm pore size. Th e obtained thin graphene paper was 
dried at 60 °C for 36 h.

Fig. 6.62 shows the SEM images of natural graphite, TEA-GIC, and EG. It can 
be seen that the surface of natural graphite is smooth and compact while the surface 
of TEA-GIC is tortuous with lamellar structures clearly visible. EG obtained by fur-
ther microwave irradiation of TEA-GIC presents a paper-like structure and exhibits 
a considerable increase in interlayer spacing compared with natural graphite and 
TEA-GIC. Th e huge expansion from natural graphite to EG will lead to the destruc-
tion of the long-range periodicity associated with the c-axis of graphite.

Powder XRD patterns of natural graphite, TEA-GIC, and EG are displayed 
in Fig. 6.63, a. Th e peak related to the periodic lamellar structure of graphite 
at 2θ = 26.4° and two peaks associated with its in-place crystalline structure at 
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2θ = 42.4 or 44.6° can be seen in all three diff ractograms. However, aft er treat-
ment of natural graphite for aqueous phase intercalation, six additional peaks 
located at 12.6, 35.4, 38.5, 40.4, 43.4, and 46.1° showed up, suggesting that TEA 
cations had successfully entered the interlayer space of natural graphite, which 
resulted in a change of the lamellar structure in the c-axis direction and also 
changes of the in-plane crystalline structure due to the interaction of TEA with 
carbon atoms. Aft er microwave treatment of TEA-GIC, the peaks located at 
12.6, 43.4, and 46.1° disappeared and the intensities of the peaks located at 35.4, 
38.5, and 40.4° decreased signifi cantly.

Fig. 6.63. XRD (a) and FTIR (b) spectra of (1) natural graphite, (2) TEA-GIC, and (3) EG. 
Th e peaks at 2θ = 12.6°, 35.4°, 38.5°, 40.4°, 43.4°, and 46.1° in the XRD spectrum of TEA-
GIC and the decrease of the intensity or disappearance of these peaks in the spectrum 
of EG along with the peaks at 1363 and 908 cm–1 in the FTIR spectrum of TEA-GIC and 
their disappearance in the spectrum of EG indicate the insertion and decomposition of 
TEA in the graphite structure [294]

Fig. 6.62. SEM image of (a) natural graphite, (b) TEA-GIC, 
(c) EG, and (d) magnifi ed image of (c). Expansion of the 
precursor graphite is apparent aft er intercalation with TEA 
and subsequent treatment by microwave irradiation [294]
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Th is result is attributed to the structural changes in which the TEA cat-
ions decomposed under microwave irradiation as expected. Fig. 6.63b dis-
plays the FTIR spectra of natural graphite, TEA-GIC, and EG. Th e peaks at 
1363 and 908 cm–1 in the spectrum of TEA-GIC are attributed to the shear 
vibration of —CH3 and stretching vibration of C–N, respectively. Th e occur-
rence of these two peaks in the spectrum of TEA-GIC and their disappearance 
in the spectrum of EG further confi rmed the insertion and decomposition of 
TEA in the graphite structure. It was reported that the TEA cations preferred 
to interact with the hydroxyl groups on the edges of graphite particles as a 
consequence of dipole-dipole interactions and may enter graphite galleries 
due to the cation-π electrostatic interactions [297, 298]. Th erefore, we believe 
that under the experimental conditions of this study where intensive sonica-
tion was applied to facilitate the vibration of graphite layers, the TEA cations 
entered successfully the interlayer space of graphite. On the other hand, it was 
reported that thionin cation was a good stabilizer for graphene dispersion 
due to its amphiphilic structure, abundance of charge, and strong π-π inter-
action with graphene [294, 299]. One can see that gaseous species including 
C2H4 and EtNH2 are produced during the decomposition of TEA. Th e release 
of them in graphite galleries will lead to a huge expansion of graphite layers. 
Th is is why graphene sheets can be obtained by mild sonication of EG in an 
organic solvent. 

We also suppose that these results confi rm that graphene-like species are 
contained in the compositions of the EG samples and, surely, they can be re-
vealed by optical characterization of the EG. No doubt, this conclusion agrees 
with the following descriptions. 

A procedure to produce graphene species based on EG was also used by us. 
Graphene nanoparticles (GNPs) were prepared using anodic oxidation of EG foil 
(Ukraine standard TU 26.8-30969031-002-2002) in a low concentrated aqueous 
KOH solution. As a precursor for EG, intercalated graphite compounds (Ukraine 
standard TU 14.50.9-30969031-001-2002) obtained by anodic oxidation of natu-
ral graphite were used. Such a procedure of two consecutive controlled electro-
chemical processes allowed us to initially adjust the defective structure of EG as 
a cluster-assembled nanoscale system, and further, the size and surface state of 
GNPs [300, 301].

Th e GNP sizes evaluated by Laser Correlation Spectroscopy (LCS) (“Zeta-
Sizer 3” spectrometer (Malvern Instrument, UK) with correlation 7032 and a 
helium-neon laser LH-111 stated a capacity of 25 mW at λ = 633 nm). Th e par-
ticle sizes in GNPs stable aqueous dispersions were found to be in the range of 
tens — to hundreds of nanometers and few — to tens of micrometers and can 
be regulated within certain limits. GNP fi lms were also made by drying from 
low-concentrated aqueous suspension on glass substrates [301].
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Nanoscale dimensionality of GNPs 
was detected from macro-Raman spec-
tra (a Brucker RFS 100/s spectrometer, 
the radiation source was an argon laser, 
λ = 514.5 nm, diameter of the exciting 
beam was near 1 mm). Th e presence 
of nanoscaled particles was also con-
fi rmed by XRD analysis (a diff racto-
meter DRON-4-07, CuKα radiation, 
Nickel fi lter in the refl ected beam) in 
Bragg-Brentano geometry. Th e inten-

sive 2θ peak at 27° related to graphite (002) with a broad shoulder situated at 
lower 2θ values and a less intensive peak at 55.5°, corresponding to the sec-
ond order (004), can be seen in the XRD pattern (Fig. 6.64) of the GNPs fi lm 
obtained aft er drying aqueous dispersion. Th ese lines indicate the presence of 
polycrystalline graphite. Th e widening near the main 2θ peak corresponds to 
the presence of an amorphous phase, namely GNPs of much lower sizes. 

Th e obtained Raman spectra of GNPs synthesized by us demonstrate the typi-
cal Raman shift s for GNPs or graphene multilayers (Fig. 6.65). Th e G-band (so-
called "graphitic" mode of E1g symmetry in Г-point of Brillouin zone) at 1581 cm–1 
corresponding to the tangential vibrations of carbon atoms in the rings of graphene 
sheet [302] is registered. Th e disorder in the graphene multilayers is characterized 
by the D-band appearance at 1353 cm–1 taking into account the absence of this 
band in the initial EG [72, 302]. Th is Raman peak is assigned to the vibration mode 
of graphene layer rings in the K point of the Brillouin zone. A relative intensity and 
FWHM of D and G bands refl ect the degree of material disorder (broadening of 
bands corresponds to a larger degree of disorder).

Th e second-order mode of D-type vibration (2D band) is registered at 
2713 cm–1 with higher intensity than usually observed for the second-order vi-
bration. Th is observation can be evidence of the similarity of carbon nanostruc-
tures manifesting a strong electron-phonon interaction and strong dispersion 
dependence of D-mode.

Th e low-intensity band at 2451 cm–1 (D’’) consists of the sum of D and D1 
modes (D1 — sp3 at 1060—1080 cm–1). In the case of GNPs made by us, the posi-
tion of G-mode at 1581 cm–1 does testify to the formation of a good crystalline 
structure of GNPs (its theoretical value for graphite and graphene is 1580 cm–1); 
relative intensity I2D/IG = 1.12. Th e analysis of fi tted data for 2D mode suggests 
that the obtained GNPs are of good crystalline structure.

Th e described above approaches can be applied to studies of most micro/
nanosized carbon materials (MNCM), and high-brightness luminescent ele-
ments can be elaborated on the basis of graphene and graphene oxide [303]. Such 

Fig. 6.64. XRD pattern of GNP fi lm [301]
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Fig. 6.65. Raman spectra of GNPs on glass substrate measured 
over diff erent parts of the sample (1, 2, 3) [301]

elaboration of carbon-based luminescent devices is of high importance because 
they can overcome known disadvantages of currently used lighting devices (high 
toxicity of the components, high price of rare-earth elements, low energy effi  cien-
cy, etc). Two important problems should be solved at the current stage of carbon 
materials luminescence studying: 1) relatively high price of the large quantity and 
high-quality MNCM production and 2) low intensity of the MNCM luminescence 
(increasing the luminescence intensity of MNCM is highly desirable). Th e fi rst 
problem attracted great attention, and many methods of carbon nanostructures 
production have been proposed (mechanical and chemical exfoliation, chemical 
vapor deposition, arc discharge, etc) [267, 304—310]. Th e authors of this book 
also used the electrochemical exfoliation method since it is cost-eff ective and al-
lows producing of MNCM in large quantities [209, 280, 281].

Th e new data about intensive PL of carbon nanostructures have been ob-
tained last years and they showed that graphene oxides reveal intensive lumi-
nescence and its characteristics depend on the preparation and treatment pro-
cedures [311—313].

Despite the fact that a lot of data about the PL properties of various MNCM 
are evident, the determination of the MNCM luminescence origin requires further 
studies as we have shown above. Micro/nanosized carbon materials were prepared 
by us on the EG base using an electrochemical exfoliation method in the form of 
colloids and thin fi lms similar to those described above. Optical, luminescent, 
and scanning electron microscopy, Raman scattering spectroscopy, chemical ele-
ment analysis, and luminescent spectroscopy were applied in order to clarify the 
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origin of micro/nanosized carbon materials luminescence. Th at is why two sets of 
samples were prepared for the study – colloid carbon materials and carbon fi lms 
on silica substrates. Colloids were prepared by an electrochemical exfoliation 
method. Th e thermally expanded graphite was used as a carbon source and the 
liquid KOH solution was used as an electrolyte. As a result, homogeneous colloids 
of MNCM particles (fl akes) in alkali solution were obtained. Any precipitates of 
dispersed particles on the bottom of the fl asks were not observed for the colloids 
aft er 6 months. Th e starting colloid was taken for study as sample #1 (hereaft er 
C1). Two other samples of the set were obtained by fi ltering the starting solution 
through ceramic fi lters with sizes of pores 100 and 1 μm (denoted as C2 and C3 
samples, respectively). Another set of samples consisted of MNCM solid fi lms 
deposited on a silica substrate by means of small amounts of the mentioned C1, 
C2, and C3 solutions evaporation. Th ose samples were denoted hereaft er as P1, 
P2, and P3, respectively. Evaporation took place in ambient air conditions at 60 ºC 
for 16 h. A triple T64000 Horiba Jobin-Yvon spectrometer equipped with a quasi-
confocal scanning microscope was used for the Raman scattering spectra mea-
surements. An Ar-Kr Spectra-Physics 2018 laser with the wavelength of incident 
light λinc = 488 nm was used for the measurements. An N2 laser (λex = 337.1 nm), 
two diode-pumped lasers (λex = 473 and 532 nm), and an arc Xenon lamp were 
used as sources of PL excitation. Th e PL spectra have been studied as a function of 
the exciting radiation wavelength and were recorded in the wide region of excita-
tion and emission wavelengths (200—800 nm). Th e sample temperature was near 
300 K (RT). A portable microscope allowed us to collect luminescence light with 
a spatial resolution of the solid sample surface. Th e sizes of selected areas were in 
the range of ~20—40 μm.

In the fi rst stage of the study of solid samples, they were characterized by 
optical microscopy. It was found that each of P1, P2, and P3 fi lms is very inhomo-
geneous – separated particles are observed in the middle part of the fi lm and self-
organized agglomerates of particles are present at the border area of the samples 
(corresponding images for P1 sample are shown in Fig. 6.66, a,b). Mentioned in-
homogeneity is an opportunity to conditionally select several regions on the fi lm 
surface, which diff er in the size and morphology of the carbon particles.

A more detailed study of the samples surface was performed by scanning 
electron microscopy. Th e SEM image of the whole P1 sample is presented in 
Fig. 6.66, c, and its enlarged border part is shown in Fig. 6.66, d. Five character-
istic regions of diff erent distribution of the MNCM particles were selected for 
the further study (Figs. 6.66, c and 6.66, d).

Th e SEM images of each selected region are shown in Fig. 6.67. Th e sizes of 
separated particles and their agglomerates in diff erent parts of the sample are in 
the range of tens of nanometers up to tens of microns. Th e border part of the solid 
samples consists of two slightly diff erent regions (hereaft er zones 1 and 2). Th ere 
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Fig. 6.66. Optical microscopy (a, b) and SEM images (c, d) of the P1 sample. Th e various-
type zones (1—5) of the sample are indicated by arrows. Some inclusions are also shown. 
1 — border line zone and inclusions; 2 — tide zone and subzones; 3 — dense net zone; 
4 — non-compact net zone; 5 — interior zone and inclusions [280]

are particles sizing ≈1—2 μm cling close to each other with some inclusion of 
larger particles and wires in zone 1 (Fig. 6.67, a). Zone 2 is located somewhat clos-
er to the middle of the sample and contains submicron (100—400 nm) particles. 
Th e dense net of branch-like particles (width ≈0.5 μ, length >3 μ) is characteristic 
for zone 3. It is located on the background of carbon layers formed by thin plates. 
Relatively long (width ≈3 μm, length >10 μm) isolated wires are observed a zone 
4. Ensembles of diff erent sizes (50—200 nm) separated particles are characteristic 
for zone 5 lying in the interior part of the fi lms. Inclusions of larger agglomerates 
are present somewhere within this zone too. In accordance to the results of opti-
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cal and scanning electron microscopy, mentioned selected regions of the P1 fi lm 
diff er in the density, shapes and sizes of the MNCM particles.

A chemical elements analysis was performed for many specifi c points of the 
fi lms using SEM microscope tools. It was found that C, Si, O, and K are the main 
components of the samples. Below we discuss only the distribution of the chemi-
cal elements on the MNCM particles at the selected earlier zones of solid samples. 
Corresponding results for various points of the P1-P3 samples, containing large 
and thick particles and their agglomerates, are listed in Table 6.4. Obviously, the 
higher Si content indicates particles with lower thickness and vice versa. Present-
ed in Table 6.4 data confi rm our assumption about the existence of graphite oxide 
particles in zones 2 and 4. At the same time, there is a low content of oxygen in 
zone 3, and consequently, no high graphite oxide concentration can be expected. 
As for zone 5, chemical element analysis indicates the presence of mainly carbon 
materials, in particular multilayer graphene and graphite fl akes.

Th e Raman spectra of the solid samples are shown in Fig. 6.68. Th e various 
regions of the sample surfaces were selected for Raman’s monitoring the carbon 
materials. Th e region outside of carbon fi lm (zone “out”) was also studied in or-

Fig. 6.67. Detailed SEM images of the solid sample P1 in the marked in Fig. 6.40 zones: 1 
(a), 2 (b), 3 (c), 4 (d), and 5 (e, f). Scale divisions: 10 (a), 2 μ (c, d, e), and 500 nm (b, f) [280]
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Table 6.4. Th e content of some elements (mass%) 
accompanied luminescence intensity for diff erent zones of solid samples [280]

 Zone Si C O K Luminescence intensity 

Zone 1, thick particles 1.27 31.50 36.89 29.75 Noticeable luminescence
Zone 2, small particles 7.11 30.41 31.18 30.25 No luminescence
Zone 3, dense branches 1.07 49.85 8.68 38.27 Th e same
Zone 4, large particles 0.68 65.00 30.00 4.32 Noticeable luminescence
Zone 5, separated particles 0.96 84.76 7.41 6.86 Background luminescence
Zone 5, agglomerates (~5 μ) 0.65 64.00 12.00 21.60 Th e same
Zone 5, large particles 0.26 96.20 2.32 1.06 No Luminescence

der to consider the possible infl uence 
of silica substrate on the properties of 
the solid samples (Fig. 6.67, spectrum 
1). Spectra 2—4 in Fig. 6.68 corre-
spond to the regions where carbon 
layers have a signifi cant thickness 
(correspond to zones 2—4). Selected 
regions correspond to various types 
of MNCM particles’ conformation 
and thickness, which were revealed 
previously by microscopy studies. 

Th e low-intensity lines were ob-
served in the low frequencies range 
(<500 cm–1) for a zone “out” the case. 
Th ese lines correspond to the silicon 
oxide vibrations. Spectra 2, 3, and 4 are very similar, despite their correspondence to 
diff erent zones of the sample (zones 2, 3, and 4, respectively). Th e spectra similarity 
indicates particles of similar nature. Th e wide background against which the Raman 
lines are placed can be caused by the photoluminescence excited by incident light, 
λinc= 488 nm, (Fig. 6.70 for comparison). Two intensive lines at 1357 and 1591 cm–1 

Fig. 6.68. Raman spectra taken from vari-
ous areas of the P1 sample: 1 — out of the 
sample; 2 — zone 2; 3 — zone 3, and 4 — 
zone 4: thick particle areas; 5 — zone 5: 
thin particle area. Th e area sizes are near 
10 μ. λinc = 488 nm (2.54 eV); Pinc = 100 mW; 
T = 300 K [280]
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(their full width at half maximum, FWHM, can be evaluated as 80—180 cm–1) are 
the so-called disorder-induced D-band and Raman-allowed fi rst-order G-band, 
respectively [205, 212, 314]. Th e complex of low intensity band near ~(2700—
2730) cm–1 is the second-order (2D or G′) band of the zone-boundary phonons of 
carbon micro/nanostructures [314]. 

Spectrum 5 somewhat diff ers from spectra 2—4. It contains most of the pe-
culiarities inherent to the Raman spectra of all studied zones of MNCM fi lms. 
In particular, the D band has a shape, position, and FWHM similar to those in 
spectra 2—4. Th e G′ band has a somewhat higher intensity than zones 2—4, 
and up to its four components can be distinguished there. Th e most signifi cant 
diff erence between spectra 2—4 and spectrum 5 is seen in the G-band range. 
Th e structure-less wide G-band is also present in spectra 2—4, but an addi-
tive intensive narrow line (FWHM ~15 cm–1) with a peak at 1580 cm–1 is ob-
served there. Th e FWHM and position of the narrow line are typical for the G 
band of graphene deposited on SiO2/Si [330]. Th is line indicates some amount 
of graphene in zone 5 of MNCM solid fi lms. Th e possibility to distinguish four 
components and the G′ band shape allows assuming the presence of multilayer 
graphene with four or more layers [316, 317]. At the same time, the similarity of 
spectrum 5 and spectra 2—4 indicates that some types of MNCM particles are 
inherent to all of the studied zones.

A more detailed analysis of carbon nanostructures is usually performed by 
calculation of the ID/IG ratio (ID and IG are intensities of D- and G-bands, respec-
tively). In the fi rst stage of analysis, the background (luminescent signal) of each 
Raman spectrum was subtracted. In addition, the narrow band (approximated 
by Gauss curve with FWHM = 15 cm–1 and peak position at 1579.4 cm–1) was 
subtracted from spectrum 5. Th e calculated ID /IG ratios are 0.91, 0.84, 0.94, and 
0.84 for spectra 2, 3, 4, and 5 respectively. Th e well-known Tuinstra — Koenig 
relation, ID /IG = C (λ) /La (where C (λ) is an incident wavelength-dependent 
coeffi  cient equal to 4.4 nm for λinc = 488 nm), allowed us to estimate carbon 
particles sizes (La) [318]. So, we found that zones 2—5 of the P1 sample con-
tain carbon particles. At the same time, according to SEM images, they are of 
much larger sizes. Th us, we can assume that the large particles are really some 
agglomerates of MNCM particles of ~5 nm size. It is worth noting that similar 
Raman spectra were observed for graphene oxide and graphite oxide nanopar-
ticles [293, 319]. We suppose that agglomerates of graphene oxide and graphite 
oxide nanoparticles are inherent to all zones of studied solid fi lms, while multi-
layer graphene is present mainly in zone 5 of the fi lms.

Th e luminescent microscopy and chemical element analysis allowed us to 
make some conclusions about the composition of luminescent MNCM particles 
(Table 6.4). Potassium seems to have no infl uence on the luminescence of studied 
zones. Really, zone 1 is characterized by noticeable luminescence while zone 2 
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Fig. 6.69. PL images of the P1—P3 types of the samples. Th e horizontal size of the sample 
areas is 250 (a, b) and 25 μ (c—e). Th e a—d images demonstrate edge areas, while the e 
and f images demonstrate the interior of the samples. Green (a—c, e, f) and red (d) glass 
fi lters were applied under microscopic study [280]

with almost the same potassium content reveals no luminescence. Th e regions 
with high content of carbon and low oxygen content reveal only background 
luminescence. At the same time, the region of thick particles with similar high 
content of C and O is characterized by intensive luminescence. Th e absence of lu-
minescence for zone 2 (with the highest Si content, ≈ 7 mass %) can be explained 
by the assumption that the most of oxygens are related to the silicon oxides of the 
substrate surface. Th us, intensive luminescence characterizes only those MNCM 
particles that are relatively large and contain both carbon and oxygen atoms.

Some of the luminescent microscopy images of the solid samples are pre-
sented in Fig. 6.69. Emission of the separated particles can be observed for all 
zones (Fig. 6.69, a, b). At the same time, it is clearly seen that intensive emission 
is a property of some relatively large particles (Fig. 6.69, c—f). Some of these 
objects reveal very intensive PL (Fig. 6.69, c, e). Th e PL spectra are complex and 
consist of at least two (green and red) components. 

So, PL is a property of separated particles and their agglomerates. However, 
it is weak in the regions where small and thin MNCM pieces are located, and it 
is much more intensive for large particles and wires.

PL spectroscopy was also applied to all the studied solid samples and start-
ing colloid materials. Th e PL spectra of MNCM fi lms P1 and P3 are shown in 
Fig. 6.70. Four diff erent regions of the sample P1, which contains carbon par-
ticles of various sizes, were chosen for luminescence monitoring. As Fig. 6.70 
shows, the PL properties of sample P1 signifi cantly depend on the region where 
the luminescence spectrum was registered. 
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Fig. 6.70. PL spectra of various samples (##1—4) of the P1 type: #1P1 (1), #2P1 (2), #3P1 
(3), and  #4P1 (4) and the spectra taken by means of spatial selection of emission from the 
surface of the P3 type sample (5, 6): emission spectra for the areas with (5) and without 
(6) bright fragments. λex = 473 nm; T = 300 K. [280]

Th ere are at least two overlapping PL bands with maxima at λmax ≈ 580 and 
710 nm respectively. Th is observation coincides with the results of luminescent 
microscopy where green and red luminescence was found for MNCM fi lms. 
Both green and red luminescence are inherent to sample P3 (Fig. 6.70, curves 5 
and 6) where the particle sizes do not exceed 1 μ. In general, the P3 sample PL 
spectrum (Fig. 6.70, curve 5) is similar to those of the P1 fi lm. Regions of high 
brightness on the sample surface can be distinguished. Th e PL from these re-
gions was measured using a microscopic portable device, and it was found that 
the PL spectra consist of only one emission band with a maximum at ~720 nm 
(or 1.72 eV). Interestingly, this value is very close to the bandgap of graphene ox-
ide cluster (1.7 eV) reported in [320] for saturated (meant high oxygen content) 
graphene oxide structure with a chemical composition close to C8O2(OH)2. Th e 
same C to O ratio of 2:1 was obtained from the chemical element analysis for 
zone 4, where noticeable luminescence was observed. Th at means that just the 
presence of the oxygen and/or hydroxyl groups determines the luminescence 

Fig. 6.71. PL spectra of the C1 (1—4), C2 (5), and C3 (6) samples; λex = 337.1 (1), 405 (2), 
473 (3, 5, 6) and 532 nm (4); T = 300 K [280]
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of large and thick MNCM particles. 
Th e luminescence mechanism, in this 
case, is related to the radiation transi-
tion between the conduction and va-
lence bands of saturated graphite oxide 
structures. Th e bright luminescence of 
zone 1, where the C:O ratio is 1:1, can 
be explained by the assumption that a 
substantial part of oxygen is related to 
the KOH remains. 

On the other hand, the bandgap of 
graphite oxides varies from zero up to 
several eV depending on the oxidation/
reduction level [321, 322], and the green luminescence of studied samples can 
be related to “unsaturated” graphite oxides. Th ese results are consistent with our 
data on the chemical elements contained in zone 5, where mostly background 
luminescence is observed. In fact, the C/O ratios are 6:1 and 12:1 for the regions 
of zone 5 where only background PL was found (Table 6.4). Th e conclusion 
made above is in accordance with [323], where it was shown that the reduction 
of graphite oxide causes a blue shift  of luminescence spectra.

In order to obtain PL excitation spectra for MNCM samples, the starting 
colloids C1, C2, and C3 were studied. Obviously, due to a higher particle con-
centration, the luminescence from the colloids is much stronger than that from 
solid fi lms. Th e PL spectra of colloids were studied using laser excitations for 
comparison with solid samples (Fig. 6.71). It is clearly seen from Figs. 6.70 and 
6.71 that spectra of both colloid and fi lms are similar for λex = 473 nm. Lumi-
nescence of low intensity was also observed in the “blue-green” spectral region 
(420—500 nm) under short wavelength excitation (337.1 and 405 nm). Th e 
shape and peak position, λmax, of the PL bands depend on the λex as it has been 
reported for various carbon colloids [311, 324—327].

Th e PL excitation spectra are shown in Fig. 6.72. Th e observed red-shift  
of excitation band maxima with monitoring wavelengths increasing is typical 
for carbon materials 327]. Th e diff erence in band shape indicates that there is 
a continuous (from the viewpoint of electronic band structure) set of lumines-
cent carbon structures, namely graphite oxide particles with various reduction 
levels. We suppose that a more detailed description of the PL excitation mecha-
nism in studied structures requires submicron separation of the particles.

Fig. 6.72. PL excitation spectra for the C1 
sample. λreg = 580 (1), 530 (2), and 700 nm 
(3). T = 300 K. [280]
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So, our colloid carbon systems, made via electrochemical exfoliation from 
thermally expanded graphite, possess luminescence properties. Th eir PL spec-
tra are complex, where at least two components, green-yellow and red, can be 
selected. It is easy to see that the components are similar to those described 
above for some nanostructural carbon forms. Th e studied micro/nanocarbon 
materials consist of diff erent size particles. Th e larger particles reveal charac-
teristics of graphite oxides while the smallest ones possess some characteristics 
of multilayer graphene. Th e small particles show a background luminescence, 
while the larger ones can reveal intensive PL. Th e luminescence eff ectiveness 
depends on the oxygen group content. Th e most intensive PL was observed 
from particles where the\ C/O ratio is equal to 2:1. Importantly, the method 
applied allows the production of luminescent carbon micro/nanomaterials in 
large quantities without any additional treatment [280].

Graphene-like carbon micro/nanoparticles can be used to prepare both 
polymer-based and EG-based composites. 

6.2.2. Optical properties of composites 
with EG as a filler or as a matrix 

Th e incorporation of graphene nanoparticles in polymers leads 
to changes in the polymer properties (see Chapter 5). Th ere can be a signifi -
cant increase in the dielectric constant [328], a change in thermodynamic 
properties of the composite [329], and an increase in the crystallinity degree 
and resistance to thermal degradation [330]. In addition, the synergetic in-
crease in absorption of electromagnetic radiation provided by an interaction 
with carbon nanotubes in porous system polydimethylsiloxane [331] and 
the increase in tensile strength to 21% for bio-thermoplastic materials at low 
concentrations [332] are also caused by the presence of GNPs. Modifi cation 
of synthetic polymer fi bers by graphene nanoparticles yields some improve-
ments and the appearance of new properties, such as adsorption performance, 
antibacterial character, hydrophobicity, and conductivity, useful for a wide 
range of applications [333].

We prepared samples of a polymer-EG composite on a polyamide-12/12 
(PA12/12) base fi lled with GNPs up to 0.06 volume fraction using the following 
procedure. Th e polymer in the powder form was added to the stable disper-
sion of GNPs, and then the mixture was dispersed in an ultrasonic bath for 2 
min, dried at 350 K, and pressed at 450 K and 5MPa. Th e fact that the complex 
dielectric permittivity components, ε’ and ε”, measured for systems with diff er-
ent volume contents of GNPs at a frequency of 9 GHz (Fig. 6.73), increase with 
GNPs content increasing and reach the values of ε’ = 29.8 and ε” = 13 at φ = 0.06 
is an important feature of the composites.
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Fig. 6.73. Dependence of real ε’ (1) and imag-
inary ε” (2) parts of the complex permittivity 
on the volume content of GNPs at frequency 
9 GHz for the PA12/12-GNPs systems [301]

We can state that the increase in the 
number of dipoles formed from GNPs 
clusters and the further increase in their 
size and quantity lead to the formation 
of a dimensional lattice causing more 
eff ective interactions with electromagnetic radiation at a given frequency along 
with the gradual increase in the dielectric constant values. Another type of poly-
mer-EG composites was described in [333], where epoxy resin was used as a 
matrix. Epoxy resin (a kind of thermoset polymer) is an organic substance, 
and EG can be used as an inorganic additive. Epoxy resins are widely used 
for coatings, adhesives, primers, semiconductor encapsulation, and as matri-
ces for advanced fi ber-reinforced composites. A further requirement of cur-
rent importance is for high fl ame resistance and imparting fl ame retardance 
into epoxy resins. Some studies have demonstrated that EG can improve the 
fl ame-retardant property of coatings [335—337]. Due to poor compatibility 
between polymer matrix and expandable graphite, the performance of fl ame 
retardant will be abated. EG was before functionalized by a coupling agent 
for enhancing the interaction between organic and inorganic phases. Th e co-
valent bonds are formed through a sol-gel reaction, which provides thermal 
stability to composites [334].

EG was supplied with Inter. Carbide Tech. Co. 3–Isocyanatopropyltri-
ethoxysilane (IPTS) as a coupling agent between the epoxy resin and EG was 
purchased from United Chemical Technologies, Inc., USA. 4,4’-diaminodiphe-
nylmethane (DDM) as a curing agent for epoxy monomer was purchased from 
the Acros Organics Co. Geel West Zone 2, Janssen Pharmaceuticalaan 3a, 2440 
Geel, Belgium. Tetrahydrofuran (THF) was of reagent grade and supplied by 
the Echo Chemical Co. Ltd., Taiwan. To prepare IPTS-EG, 1 g EG was func-
tionalized with 5 g IPTS in the presence of THF as a solvent, at 60 ℃ for 4 h. 
Th e reaction was monitored by FTIR. IPTS-EG was washed several times with 
anhydrous THF and then vacuum dried at room temperature overnight. Th e 
modifi ed epoxy resin was synthesized as follows: 4g IPTS (equivalent weight 
247 g) was added to 10g DGEBA type epoxy resin (equivalent weight 180g) and 
stirred for 4 h until the characteristic peak of the NCO group disappeared. Th e 
IPTS reacted with epoxy to form IPTS-Epoxy. Adequate amounts of IPTS-EG 
were fed into the THF solution of modifi ed epoxy, and the fi nal solution was 
stirred at room temperature for 20 min. Th e products were cast into aluminum 
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dishes to gel. Th e wet gels were aged at room temperature for 24 h and then 
dried at 100 ℃ for 5 h in a vacuum oven. Th e novel composites materials were 
prepared as described in Fig. 6.74 [334].

Th e epoxy is composed of monomer and curing agent 4,4’-diaminodiphe-
nylmethane (DDM), which has the —NH functional group to react with the ox-
irane functional group of the monomer. Th is chemical reaction can form a 3-D 
network of the organic matrix. IPTS was used as a coupling agent for organic and 
inorganic phases to enhance the compatibility through the sol-gel reaction. Th e 

Fig. 6.74. Scheme of IPTS-epoxy and IPTS-EG composites preparation [334]
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Fig. 6.75. FT-IR spectra of the reaction between epoxy and IPTS [334]

modifi ed epoxy, which has the —OEt functional groups, can react with the graft -
ed EG, which possesses —OEt functional groups, through the sol-gel reaction.

Fig. 6.75 presents FT-IR spectra of the reaction between epoxy and IPTS. It 
shows the disappearance of the characteristic peak for the IPTS NCO group at 
2270 cm–1, while new characteristic peaks at 3400 cm–1 and 1700 cm–1 are gener-
ated. Th e peaks represent that urethane linkage formed. Th is phenomenon re-
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vealed that the —OH functional group of epoxy had reacted with the —NCO 
functional group of IPTS. Th e absorption peak around 1100 cm–1 corresponding 
to the —OEt functional group of IPTS was observed aft er the reaction with IPTS 
and epoxy. Th e absorption peak at 910 cm–1, corresponding to the oxirane group, 
decreases with increasing the cure reaction time. Aft er the reaction, epoxy resin 
possesses the functional group —OEt to proceed with a sol-gel reaction. Th is can 
enhance the compatibility between organic and inorganic components [334].

Th e obtained results showed that a functionalized EG can enhance the ther-
mal stability of composites and inorganic components can suppress the produc-
tion of toxic gases. 

We can conclude given the described above results that optical methods, 
e.g. Raman scattering and FTIR spectroscopy, are important for the character-
ization of the polymer composite materials containing EG.

Th e high sorption capacity for many organic substances, extremely low 
bulk density, high specifi c surface, high ductility, and ability to be formed with 
no addition of a binder characterize EG as a material attractive for the creation 
of new composite materials on its basis. Th at is, EG can be used not only as a 
fi ller but also as a matrix of a composite material. 

Th e results of the creation of polymer-oxide composite materials are well 
known. Th ey reveal new characteristics and demonstrate prospects for their 
practical use by using components with diff erent types of chemical bonds (ma-
trix and fi ller) [338, 339]. Such, by type, composites are EG-oxide fi ller. Among 
the fi llers, zirconium oxide, ZrO2 (zirconia), is attracting attention. It has a high 
catalytic activity and sorption ability and exhibits intense PL [340]. Th at is, the 
composites EG + ZrO2 can be considered optical materials. 

Th ese composites can be made by the procedure described in [340]. For inter-
calation, powdered natural graphite was used there, which within 30—60 min was 
kept in the intercalant solution, washed to neutral pH, and dried at 110 °C. Intercala-
tion was carried out in a concentrated solution of sulfuric acid (96.5% H2SO4) in the 
presence of oxidizing agents, namely bisulfate and potassium bichromate [340].

Th e EG-ZrO2 nanocomposite was prepared by replacing zirconium hydrox-
ide in the solution of zirconium oxychloride with a solution of sodium hydroxide 
in an aqueous suspension of previously obtained intercalated graphite (IG), fol-
lowed by thermal decomposition. Th e IG powder was placed in a 1M ZrOCl2 
solution, the mixture was evacuated, and a 0.05M NaOH solution was added dur-
ing study-state stirring. Th e resulted precipitate was washed with distilled water, 
dried at 110 °C, and thermalized. Heat treatment was performed in an electric 
furnace with a tubular graphite heater in an argon environment (volume frac-
tion of argon was 99.993%). Th e temperature was controlled by an IR pyrometer 
Marathon MR1SCSF (Raytek Company, Germany). To obtain a composite of the 
given form and porosity, heat treatment was carried out in a closed space.
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Th e comparison of the initial graphite 
powders and IG samples revealed signifi cant 
changes in the chemical composition, specifi c 
surface area, pycnometric density, and the 
specifi c volume of materials. 

According to the element analysis, in the 
case of using the IG–1 sample (the sulfur con-
tent was about 4.5 mass%), the amount of zirconium reached 9.5 mass% (mean 
value 5 mass%) while using the IG-2 sample (7.7 mass% of sulfur) the content 
of zirconium does not exceed 4.2 mass% (mean value 2 mass%). 

Based on the XRD data, it can be concluded that aft er heat treatment, zirco-
nia is in a crystalline state and, most likely, in a cubic modifi cation (c-ZrO2). Th e 
size of crystallites is about 20 nm. It is noteworthy that the monoclinic modifi ca-
tion is stable in the used temperature range, but its XRD peaks were not observed. 
Th is may be because the heat treatment of the EG-ZrO2 composite took place in a 
reducing atmosphere, leading to defects in the oxygen sub-lattice, which stabilize 
the cubic modifi cation [341]. A comparison of the SEM data on the size of ZrO2 
crystallites showed that ZrO2 is agglomerated on the matrix surface in the form of 
clusters sizing from tens of nanometers to hundreds of microns [341]. 

Th e authors of this book also made and studied the EG-ZrO2 composites, but 
the procedure for their production diff ered from that described above. In addition, to 
fi ll the EG matrix, they used not “pure”, but activated by europium ions Eu3+ zirconia, 
which is of interest due to both luminescence behavior of the ZrO2 : Eu3+ compound 
and stabilization of the cubic/tetragonal phases of ZrO2 with Eu3+ions [342]. E.g., a par-
tial stabilization of zirconia nanopowders with tetragonal phase content to 98.5% was 
observed for Eu2O3 concentration ≥3mol% [343]. Fully stabilized zirconia is formed 
when the amount of europium oxide was much higher (12—27 mol %) [344].

Th e procedure for the EG-ZrO2 manufacturing by the authors of this book 
was as follows. First, EG was obtained by the method described in Chapter 2. 

As for nanocrystalline powders of zirconia, they were prepared via a sol-
id-state route using analytically pure zirconyl nitrate ZrO (NO3)2 × 2H2O and 
Eu2O3 of 0.5 mass% concentration as precursors. To prepare fi ne powders and 
to get rid of gaseous co-products, the initial reagent was preheated at 583 K for 
4 h and aft erward calcined at temperatures 920, 1020, 1120, 1370 K for 15 h for 
each annealing temperature.

Th e SEM image of the solid solution ZrO2 : 0.005Eu3 is presented in Fig. 6.76. 
You can see that the product is crystallized in a compact form with a particle 
size of about 50—150 nm. 

Fig. 6.76. Scanning electron microscopy image of 
the ZrO2 : 0.005Eu3+ powder [340]
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To produce composites, 1 g of EG powder was mixed with a certain amount 
of zirconia powder and manually rubbed in a porcelain mortar for 10 min. Th e 
mixture was then moistened with 1 cm3 ethyl alcohol. Th e product was again 
brushed in a mortar for 10 min until a homogeneous material was obtained. 
Further, this material was drained at 100 ºC for 5 min. Th e mixture was com-
pressed according to the specially selected mode (see Chapter 2) to a maximum 
pressure of 200 MPa. Th e obtained samples looked like cylinders with a diam-
eter of ~10 mm and a height of ~8 mm.

Th ree series of samples with diff erent europium contents were made in 
such a way: 1 mass% (sample marked as 1ZrO2 : Eu), 5 mass% (5ZrO2 : Eu), and 
20 mass% (20ZrO2 : Eu). 

Note that the surface of all samples had a characteristic metallic luster, 
which is evidence of rather small roughness. 

Th e SEM images of the ZrO2 powders coated with gold were\ obtained with 
a JEOL JSM 6060 LV. 

A triple T64000 Horiba Jobin-Yvon spectrometer equipped with a quasi-
confocal scanning microscope was used for the micro-Raman scattering spec-
tra measurements. An Ar-Kr Spectra-Physics 2018 laser with a wavelength of 
incident light of λinc = 488 nm was used for the measurements.

PL under excitations in the UV and visible regions was studied at room 
temperature of the samples. An arc Xenon lamp (150 W) with spectrometer 
MDR–12 (working range 200—650 nm) was used as an excitation source. A dif-
fraction spectrometer MDR-23 (250—700 nm, linear dispersion 1/20 mm/Å) 
was used for the registration of PL emission and excitation spectra. Th e optical 
width of the exiting monochromator slit was in the range of 2—3 nm. Th e sizes 
of the incident excitation beam on the sample surface were ~1 × 3 mm. All the 
PL and the PL excitation spectra were corrected on the system responses.

SEM was used to study the morphology of the surface of composites and 
the distribution of oxide particles on them (Fig. 6.77). As can be seen from 
Fig. 6.77, the surface of the samples is a fairly dense package of EG plates (dark 
background) incorporated with oxide particles (gray details). At low concentra-

Fig. 6.77. SEM images of EG- ZrO2 : Eu composites with diff erent amounts of ZrO2 : Eu: 
1ZrO2 : Eu on the left , 5ZrO2 : Eu in the middle, 20ZrO2 : Eu on the right 
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tions of oxide (sample EG-1ZrO2 : Eu) small-sized inclusions (100 nm—1 μm) 
are chaotically distributed over the sample (Fig. 6.77, on the left ). A similar pic-
ture is realized also for the sample EG-5ZrO2 : Eu, but there, in addition to indi-
vidual particles up to 100 nm in size, their agglomerates up to 5 μm (Fig. 6.77, 
in the middle) are present, which, like to nanoparticles, are fairly uniformly 
distributed over the sample. For a composite containing a signifi cant amount 
of oxide (sample TPG-20ZrO2 : Eu), nanoparticles can be combined in agglom-
erates of 1 to 10 μm size, and hence the distribution of the oxide is markedly 
uneven (Fig. 6.77, on the right). Th e fact that gray inclusions are particles of zir-
conia is confi rmed by a microelement analysis performed for diff erent areas of 
the samples using the same electron microscope. In particular, one of the areas 
is marked in Fig. 6.77, on the right. Areas for the element analysis were selected 
in places with no apparent presence of inclusions, such as individually located 
small-sized particles, agglomerates of ~1 μm, and agglomerates of a signifi cant 
size (~10 μm), as shown in Fig. 6.77. 

As a result of the analysis, it was found that the carbon content can reach 
99.5 mass% and oxygen content — 0.5 mass% in areas of the fi rst type. Th ere 
are up to 94 mass% of carbon, up to 2 mass% of zirconium, and up to 4 mass% 
of oxygen in the areas of the second type, while the contents of the fourth type 
of areas can be as follows: ~30 mass% carbon, ~20 mass% zirconium, and 
~50 mass% oxygen. Th at is, the analysis results are consistent with the data on 
composite components determined from the description of the electron mi-
croscopy images and with the composition of zirconium oxide: two atoms of 
oxygen per zirconium atom. 

It was reasonable to compare the described above data with the results 
of the micro-Raman scattering measurements with a scattering cross-section 
of ~1 μm. Th ose measurements were made on the same composite samples and 
in various surface points which diff ered by composition and EG/zirconia ratio. 

Some of the measured Raman spectra are shown in Fig. 6.78. Th ere you 
can see a spectrum taken far from zirconia particles (1-t type points; curve 
1) and the spectrum taken close to the oxide agglomerate (2-d type points; 
curve 2). Th e spectra are typical for various carbon forms in the spectral range 
1000—2000 cm–1, as they show well-distinguished D and G lines, located at 
1359 and 1582 cm–1 for the 1-st type points and at 1356 and 1583 cm–1 for the 
2-nd type points.

At the same time, the diff erence in the intensity ratio for the D and G lines 
is noticeable. For the 1-t type points, the value of ID /IG is about 0.17, while for 
the 2-d type points ID /IG ≈0.36. Th e data obtained for areas of oxide particles 
(1-t type points) are close to those characteristic for crystalline graphite and, 
in some cases,  for EG (see the descriptions made above and in [301, 302]). 
However, unlike the above data, where the EG was not shown due to defects 
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and disordered structures of line D, in our samples, this line is quite notice-
able, which is apparently due to the destruction of the EG plates-scales due to 
the mechanical processing and addition of zirconium oxide particles. Th e ef-
fect of the latter is manifested in some shift s of the Raman frequencies (lines in 
spectra 1 and 2) and more than twice increasing the values of ID/IG for the 2-d 
type points which are interfaces between the EG and oxide particles areas. Th e 
fact that these points are such interfaces can be seen from the manifestation in 
spectrum 2 in the range 100—700 cm–1 of not only D and G lines of graphite, 
but also Raman lines characteristic for ZrO2 [345].

Th e eff ect of the ZrO2 : Eu fi ller on the state and structure of the matrix 
components is revealed in the change in its optical properties. Th is is quite 
clearly manifested by the change in the magnitude and spectral dependence of 
the refl ection coeffi  cient in the UV, visible, and near IR ranges (Fig. 6.79).

It is easy to see the similarity of these spectra to those of refl ection from 
graphite, given in Fig. 6.1. Th e eff ect of the ZrO2 : Eu fi ller is noticeable both on 
the refl ection coeffi  cient, and the form of spectral dependence. We have pointed 
in Section 6.1 that the range 1.45—5 eV (850—250 nm) corresponds to the 
intra- and interband transitions related mainly to the π bands. At lower ener-
gies, the structure in the refl ectance curve near 0.8 eV could be attributed to the 
onset of transitions between the E2 and E3 bands at the point K. Th e dominant 
structure in the optical refl ectivity of graphite is, however, observed at ~5 eV 

Fig. 6.78. Raman spectra of EG-ZrO2 : Eu taken in points far from 
oxide particles (1) and in the interface between zirconia particle and 
carbon matrix (2). (Curve 1 is shift ed up by 300 units)



437

6.2. Optical properties of some nanosized carbon forms and expanded graphite

Fig. 6.79. Refl ectance spectra of the EG-ZrO2 : Eu composites with diff erent amounts of 
ZrO2 : Eu: 1ZrO2 : Eu (1), 5ZrO2 : Eu (2), and 20ZrO2 : Eu (3)
Fig. 6.80. PL spectra of the EG- ZrO2 : Eu composites with diff erent amounts of 
ZrO2 : 1ZrO2 : Eu (1), 5ZrO2 : Eu (2), and 20ZrO2 : Eu (3)

and associated with interband transitions between π-bands around the M-point 
in the Brillouin zone.

Th us, the shown in Fig. 6.79 range of refl ection spectra of the ZrO2 : Eu 
composites manifests both the above-mentioned features and indicates a no-
ticeable eff ect of the incorporated oxide particles on the carbon matrix elec-
tronic structure, especially on the π bond. Th is may be due to the deformation 
and possible destruction of the latter. Th e infl uence of these two factors is prob-
ably diff erent, which may cause diff erent behavior of refl ection spectra in the 
ranges 250—400 and 400—850 nm (Fig. 6.79, curve 2).

Th e infl uence of these factors can be also detected by changes in the lumi-
nescence spectra of the composites investigated (Fig. 6.80). 

 Th is fi gure shows two sections of the luminescence spectra in the ZrO2 : Eu 
composites upon their excitation with a wavelength of 337.1 nm. Th e fi rst con-
tains a wide band in the range of 375—525 nm, and the other is a superposi-
tion of relatively narrow lines in the range of 565—750 nm. As can be seen, 
the increase in the oxide concentration, in general, leads to an increase in the 
band intensity. Th us, the observed luminescence should be associated with the 
radiation of the composite oxide component. Th is conclusion, however, is only 
partially consistent with the known data on the radiation of both EG-matrix 
and incorporated europium-doped zirconium oxide. 

Indeed, we have the opportunity to compare the position and shape of the 
wide band with the emission of various carbon forms discussed above. It is ob-
vious that in the wide-band spectrum, at least three components with maxima 
at ~422, 437, and 483 nm can be identifi ed. Similar spectra with a similar set 
of components were observed in the PL spectra of graphene, graphene quan-
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tum dots, and graphite quantum dots (Figs. 6.43, 6.45, 6.50). At the same time, 
it should be noted that in the same spectral ranges, the own luminescence of 
zirconium oxide can also be observed [340], an increase in which causes an 
increase in the composite PL intensity in the range of 375—525 nm. As for PL 
in the long-wave range, 565—750 nm, it is undoubtedly due to the emission of 
oxide particles and radiative electronic transitions 5D0 → 7FJ (J = 0—4) in the 
Eu3+shell. We note that the exact correlation of changes in the intensity of two 
parts of the PL spectra is absent, which is evidence of the mutual eff ect of the 
matrix and oxide particles on their electron-vibration states. 

Th us, the study of composite materials where EG is a fi ller and, conversely, 
composites where EG is a matrix has shown that these materials can be consid-
ered optical materials. On their basis, in particular, luminescent light transform-
ers can be created. In addition, the optical methods themselves are an important 
tool for studying the composition and structure of both EG and composite ma-
terials, which include EG. 
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AFTERWORD

Today, one of the most promising areas of nanotechnology is 
the synthesis and application of carbon nanomaterials. Th e re-
sults of studies described in the monograph allow drawing the 
following conclusions.

1. Th e composition Al2O3 (MexOy) MoO3 is complex oxide sys-
tem of where Me is Fe or Ni. Th e ratio of metals in this systems is 
(1…3) Al : Fe (Ni) : (0.04…0.2) Mo. Th ey obtained by co-precipi-
tation from an aqueous solution of Al, Fe, Mo salts in the presence 
of carboxylic acid and it is a catalyst that provides high structural 
selectivity in the CNTs synthesis by catalytic precipitation from 
the gas phase with carbon sources ethylene, propylene, propane-
butane in the temperature range of 600…700 °С. Th ermal decom-
position of Al, Fe, Mo salts of carboxylic acids in an electric furnace 
(aerosol method, temperature ~ 600 °C, propane-butane burner 
(T ~ 1000…1200 °C) increases the dispersion of the catalytic 
phase and CNTs. Synthesis of complex oxide SiO2  (FexOy) MoO3 
in a hydrogen burner at a temperature of ~ 1400…1600 °C using 
chlorides of the corresponding metals as precursors reduces the 
average CNTs diameter from 20…40 nm to 10…15 nm, thus shift -
ing the average diameter to smaller values.

2. Th e created fl uidized bed of catalyst, due to the reactor ro-
tation in an electric furnace, provides an effi  cient supply of gas 
containing sources of carbon, hydrogen, and carrier gas (argon) to 
the catalyst, which allows synthesizing 0.4—0.5 kg of CNTs of sta-
ble quality in the reactor with a volume of 24 dm3 for 30—60 min. 
According to the results of the development of CNTs, the technical 
conditions TU U 24.103291669-009 have been elaborated.

3. A method of deagglomeration of CNTs with obtaining 
their stable dispersions in liquids and a methodological ap-
proach to the homogeneous distribution of CNTs in matrices of 
diff erent nature have been developed.
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4. A new class of low-fi lled CNTs materials based on matrices of diff erent 
nature, in particular from thermoplastic and thermosetting polymers, elastomers, 
thermally expanded graphite, cement paste, cement-sand mixture, and oxide ce-
ramics has been developed. Th e strength characteristics of such systems as cement 
paste, sand-cement mixture, and layered samples of fi berglass on epoxy binder 
fi lled with CNTs linearly depend on the size of CNTs agglomerates. Th e strength 
of hydroxyapatite is determined by its porosity formed by CNTs. For linear poly-
mers fi lled with nanosized CNTs and pyrogenic silica, the strength characteristics 
linearly depend on the size of the regions of coherent X-ray scattering.

5. It is experimentally shown that the mechanism of signifi cant change in 
the properties of diff erent matrices with a low concentration of nanosized fi llers 
is due to the structure-forming ability of CNTs. Th anks to their uniquely large 
shape factor (length to diameter ratio ≥103), they form a continuous nanoscale 
grid at concentrations of a few tenths of a volume percent. In addition to the fact 
that a highly modular elastic component (CNTs) is introduced into the elastic-
plastic matrix of a polymer, elastomer, or EG, the n-dimensional grid creates a 
layer of the matrix itself in the nanoscale state, which has signifi cantly better 
properties than in a normal state. Th eoretical calculations confi rm the deter-
mining role of nanoscale regions of matrices, which are formed by interaction 
with nanoscale fi ller, i.e. the matrix response is proportional to the surface area 
of the interfacial boundary.

6. It is proved that EG is a nanoscale cluster-assembled system. It has long 
cylindrical, conical, and slit-like defects with average cross-sections from 0.7 nm 
to more than 20 nm, due to the convolution and infl ection of a group or several 
atomic layers of graphene. Such defects are manifested in the spectra of Raman 
scattering, electron-positron annihilation, nitrogen adsorption, and transmis-
sion electron microscopy images. Th ey determine the elastic-plastic character-
istics of the compression deformation of dense materials with EG. 

7. Th e mechanism of the production process of EG, under conditions of 
rapid heating (in the mode of thermal shock) of hydrolyzed GIC-H2SO4, (re-
sidual GIC), to high temperatures (1000 °C), is the structural transformation 
by the type of exfoliation. As a result of this process, the residual GIC-H2SO4 
at all stages of heat treatment is a heterogeneous system that includes graphite 
crystals, regions of structural inhomogeneity due to the distribution of interca-
lant residues with diff erent degrees of order, and phases of intercalant residues 
of diff erent dispersion. Th e activation energy, determined from the dependence 
of the temperature of the structural transition on the pressure, is 70 ± 2 kJ/mol. 
Th e structure of the original GIC-H2SO4, conditions of hydrolysis, and process-
ing temperature determine the qualitative composition and quantitative ratio 
of phase formations and determine the state of the surface of the EG. Th e EG 
surface has the full range of oxygen-containing centers, characteristic of dis-



452

AFTERWORD

persed carbon materials: phenolic, alcohol (C–OH); carbonyl, quinones (C=O); 
carboxyl, ether (C—OOH); carbonate and/or adsorbed CO, CO2, however, in 
contrast to, for example, activated carbon, has a signifi cantly lower oxygen con-
centration of the order of 1—2% at.

8. Th e formation of EG into a solid material under pressure (P) occurs in 
three stages: 1, a linear change in the density (ρ) and a small increase in texture 
to a density of 0.5 g/cm3; 2, a nonlinear dependence ρ = f (P), practically invari-
ant texture, up to ρ ≈ 1.3 g/cm3; 3, plastic deformation with intensive growth of 
the texture coeffi  cient and formation of a layered structure with the predominant 
orientation of graphene planes perpendicular to the direction of external load.

9. It is shown that the mechanical characteristics evidence that the structural 
state of the material is largely determined by the dispersion of the initial graphite, 
synthesis conditions, and structure of GICs as well as the conditions of their hy-
drolysis and heat treatment. Th e strength of extruded EG samples increases with 
increasing particle size, the Red/Ox potential has a maximum temperature. 

10  Experimentally solved problems are as follows: fi ltration of formed gas-
es, eff ective electrical contact of dispersed graphite particles, optimized amount 
of intercalant (concentrated H2SO4) for the process of anodic oxidation of dis-
persed natural graphite. Th e basic scheme of the process of anodic oxidation 
of natural graphite (dispersed system) has been developed and the reactor of 
electrochemical oxidation of continuous action with a production capacity of 
10—50 kg/h has been created. Operating modes that provide stable quality of 
oxidized graphite, satisfactory for obtaining functional products from expand-
ed graphite, have been defi ned.

11. Th e problem of compaction of thick (100 cm) and wide (~100 × 100 cm2) 
layers of low bulk density (1.5…2.5 g/dm3) EG by using vertically arranged con-
veyors with a given surface curvature has been solved. Th is allowed us: to re-
duce the stressing rate of rolled products with increasing density, i.e. to increase 
the time for diff usion yield of gases sorbed by the EG surface, thereby obtaining 
rolled sheets with a thickness of more than 2 mm; to increase the production 
capacity of the line compared to the traditional horizontal schemes of their lo-
cation via reducing the dimensions and metal content of the structure; to design 
a horizontal type of a gas furnace for the production of EG, which provides 
separation (stratifi cation) of volatiles (decomposition products of residual GIC) 
and EG in the initial phase of their formation, which reduces their sorption and 
thus gives higher purity to the rolled EG materials.

12. It is shown that chemical modifi cation of the EG particle surface, in par-
ticular, by thermosetting organic compounds, allows one to strengthen the inter-
particle interaction. Th e creation of a continuous distributed carbon structure in 
the graphite matrix qualitatively changes the physical and mechanical character-
istics of CM. A signifi cant increase in the strength characteristics of CM is achi-
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eved by introducing a high-modular component — carbon fi ber into the system 
EG -carbon or EG-polymer and creating a system of EG-CNTs without binders.

13. It is proved that the mechanism of the detected eff ect of direct thermo-
chemical conversion of natural graphite into thermally expanded upon inter-
action with ferric chloride crystal hydrate (FeCl3 · 6H2O) consists in successive 
processes of graphite intercalation with the formation of GIC-FeCl2 and then 
thermal expansion with the production of GIC-Fe.

14. A process of obtaining graphene nanoparticles with adjustable particle 
sizes by anodic oxidation of dense EG material in an alkaline electrolyte, which 
are self-organized in 3D structures on conductive substrates and are an eff ective 
fi ller of polymeric materials, has been elaborated.

Th e practical signifi cance of the obtained results is as follows.
 For the fi rst time in Ukraine, the technology for production of EG and 1. 

sealing materials and products from it was created and realized at the enter-
prise “TMSpetsmash” Ltd., Kyiv, Ukraine. Such products as gaskets, rings, fl at 
and spirally wound fl ange gaskets, etc. have been introduced at enterprises of 
the fuel and energy complex of Ukraine and exported to Belarus, Georgia, and 
Lithuania. “TMSpetsmash” Ltd. is an offi  cial supplier of SE “NNEGC” Ener-
goatom”. It meets the needs of seals of nuclear and thermal power engineering, 
chemical and petrochemical industries, and utilities of Ukraine. Technical con-
ditions of Ukraine (TU U) have been developed for all types of mechanical seal-
ing. Recently, the production of fl exible gaskets from CNTs-fi lled EG has been 
implemented (temporary technological regulations have been created), which 
provides an increase in the service life of the seals by almost twice. Analogies of 
this material are unknown. 

 A new class of CNTs-low-fi lled materials has been created including ther-2. 
mo plastic polymers, elastomers, expanded graphite, cement paste, oxide ce ra-
mics, etc. with signifi cantly improved performance characteristics, which opens 
up prospects for their industrial application. 

Th us, the writing of this monograph is an important and necessary step that 
can streamline the fundamental and technological aspects in the fi eld of current 
knowledge about carbon nanoscale materials with a graphite-like structure.
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НАЦІОНАЛЬНА АКАДЕМІЯ НАУК УКРАЇНИ
ІНСТИТУТ ХІМІЇ ПОВЕРХНІ ім. О.О. ЧУЙКА НАН УКРАЇНИ
ІНСТИТУТ ХІМІЇ ВИСОКОМОЛЕКУЛЯРНИХ СПОЛУК НАН УКРАЇНИ
КИЇВСЬКИЙ НАЦІОНАЛЬНИЙ УНІВЕРСИТЕТ імені ТАРАСА ШЕВЧЕНКА

Редактор-коректор Т.М. Ярмола

ВУГЛЕЦЕВІ НАНОМАТЕРІАЛИ
З ГРАФІТОПОДІБНОЮ СТРУКТУРОЮ
ТА ЇХНІ КОМПОЗИТИ: ФІЗИКА,
ХІМІЯ ТА ТЕХНОЛОГІЯ

СЕМЕНЦОВ ЮРІЙ ІВАНОВИЧ
КАРТЕЛЬ МИКОЛА ТИМОФІЙОВИЧ
НЕДІЛЬКО СЕРГІЙ ГЕРАСИМОВИЧ
ХИЖНИЙ ЮРІЙ АНАТОЛІЙОВИЧ
ІВАНЕНКО КАТЕРИНА ОЛЕКСІЇВНА

Англійською мовою

Розглянуто закономірності формування структури і властивостей sp2-гібри ди-
зованих вуглецевих наноутворень: нанотрубок (ВНТ), термічно розширеного гра-
фіту (ТРГ), наночастинок графену і композиційних матеріалів за їх участю з вуг-
лецевими, полімерними і керамічними матрицями, зокрема композит ТРГ-ВНТ, а 
також механізм впливу низького вмісту нанорозмірних наповнювачів на функціо-
нальні й експлуатаційні характеристики створених нанокомпозиційних матеріа-
лів. Експериментально підтверджено, що механізм зміцнення низьконаповнених 
матриць полягає у створенні сіткою ВНТ прошарків матриці у нанорозмірному 
стані з покращеними характеристиками. Монографія призначена для фахівців у 
галузі фізико-хімічного матеріалознавства.
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